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Abstract

The dimension of bubble column reactors is often based on empirical correlations. Very popular is the axial dispersion model. However,
the applicability of these models is limited to the experimental conditions for which the dispersion coefficients are measured, because
backmixing depends strongly on the columns dimension and the flow regime. This paper presents a numerical method for the calculation
of the three-dimensional flow fields in bubble columns based on a multi-fluid model. Therefore, the local bubble size distribution is
considered by a transport equation for the mean bubble volume, which is obtained from the population balance equation. For comparison
with experimental results, the axial dispersion coefficients in the liquid and gas phase are calculated from the instationary, three-dimensional
concentration fields of a tracer. The model is then extended to include mass transfer between the gas and liquid phase. Increasing mass
transfer rates significantly influence the flow pattern. For several applications, a dispersed solid phase is added. For the calculation of
three-phase gas–liquid–solid flow, the solid phase is considered numerically by an additional Eulerian phase.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

The flow field in the stationary liquid phase of bubble
column reactors is induced by the rising bubble swarm. In
dependence of the superficial gas velocity, either the homo-
geneous or the heterogeneous flow regime arise. The ho-
mogeneous flow regime is present for low superficial gas
velocities. The bubbles rise up straightforward and the in-
teractions between the bubbles can be neglected. Therefore,
the bubble diameter is not influenced by break-up and coa-
lescence processes. With increasing superficial gas velocity,
the local volume fraction of gas increases, thus, interactions
between the bubbles become important. As a consequence,
the increasing coalescence of bubbles leads to the formation
of large bubbles. The resulting bubble size distribution is bi-
modal thus the gas phase can be divided into a small and
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large-bubble fraction. The liquid flow pattern is character-
ized by several large-scale vortices in the order of the column
diameter. As a consequence, the vortical flow pattern and the
coalescence and break-up of bubbles cause a residence time
distribution in the liquid and the gas phase. For the dimen-
sion of bubble columns, these residence time distributions
have to be considered since the overall mass transfer rate
depends on them. Many experimental investigations of the
mixing process in bubble columns have been performed, e.g.
Mangartz and Pilhofer (1980)andShetty et al. (1992)per-
form experimental investigations of backmixing in the gas
phase within laboratory scale bubble columns. Backmixing
in the liquid phase has been investigated byOhki and Inoue
(1970)andDegaleesan et al. (1996), for instance. Recently,
Yang and Fan (2003)investigated backmixing of the liquid
phase in pressurized bubble columns.

For the description of backmixing, several models have
been developed as summarized byLevenspiel (1999)and
Fogler (1999). One of the most popular ones for backmix-
ing in bubble columns is the axial dispersion model, which
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describes the deviation from ideal plug flow. The mass flux
due to dispersion is described in analogy to molecular trans-
port, although both phenomena differ in their physical na-
ture. The resulting molar flux density

ṅ = −(E + D)
�c
�x

(1)

is described in dependence of the concentration gradient.
In Eq. (1), the dispersion coefficient is labeledE and the
molecular diffusion coefficient isD. In bubble columns, the
molecular dispersion coefficient can be neglected with re-
spect to the dispersion coefficient. Considering only axial
dispersion the mass balance for a speciesA is written as

�c
�t

+ ji

�i

�c
�x

= Ei,ax
�2c

�x2 , i = g, l. (2)

Therefore, a constant volume fraction of gas and a constant
dispersion coefficient along the column height are assumed.
In dependence of the kind of tracer injection, several solu-
tions of Eq. (2) are published to determine the dispersion
coefficient.

For a pulsewise tracer injection, a constant tracer con-
centration is reached in the column for long times provided
the liquid is operated batchwise. The solution of Eq. (2) en-
ables the calculation of the dispersion coefficient. FromOhki
and Inoue (1970), an approximative solution is given for
the pulsewise tracer injection considering a batch-operated
liquid and the following initial and boundary conditions:

�c
�x

= 0, x = 0, L, (3)

c(x,0) = c0 for 0�x��, (4)

c(x,0) = 0 for x��. (5)

In Eqs. (4) and (5), the height filled with tracer is labeled�.
Considering Eqs. (3)–(5), the solution of Eq. (2) is given by
a series of infinitive terms

c(x, t)

c∞

= 1 + 2
∞∑
n=1

(
cos

(n�
H

x
)

exp

(
−
(n�
H

)2
Eax,l t

))
. (6)

In Eq. (6), the dispersion height is labeledH, the distance
between the position of the tracer injection and the measur-
ing point isx and the time after the tracer injection ist. The
left-hand side of Eq. (6) is the ratio of the time-dependent
tracer concentration to the constant tracer concentration for
long times. For a given time-dependent tracer concentration
field, the dispersion coefficient can be calculated using the
method of least squares.

An alternative solution of Eq. (2) is given byGray and
Prados (1963). For the determination of the gas-phase dis-
persion, the tracer is continuously fed into the rising bub-
ble swarm with a time-dependent sinusoidal concentration.

Backmixing is then characterized by the change in the am-
plitude. For this approach, the bubble column is assumed to
be represented by a linear response system. The experimen-
tal results fromMangartz and Pilhofer (1980)approve this
assumption. Thus, the axial dispersion coefficient is calcu-
lated to

Eax,g = j3
g

�3
g�2H

ln

(
cin

cout

)
. (7)

In Eq. (7), the angular frequency of the signal is�, the
dispersion height isH and the integrated gas volume fraction
is �g.

2. Modeling of bubbly flow

For the description of the three-dimensional, instation-
ary flow-field, an Euler-multi-fluid model is used. This
approach is numerically more efficient than the alternative
Euler–Lagrange approach. For the multi-fluid approach,
each phase is described by a quasi-continuous phase inde-
pendent of its physical phase distribution. One of the key
parameters for the design of bubble columns is the local
interfacial area density since the momentum, energy and
mass transfer rates are directly proportional to it. Therefore,
Ishii and Kim (2004)propose a transport equation for the
interfacial area.

Several numerical calculations of the flow fields in bubble
columns have been published using the multi-fluid approach,
e.g. bySokolichin and Eigenberger (1999), Krishna et al.
(1999) or Sanyal et al. (1999). However, only Lehr et
al. (2002)consider the local bubble size distribution based
on a population balance approach.

In this work, the multi-fluid model is coupled with a
population balance equation approach according toLehr et
al. (2002). The interfacial area density is calculated with a
transport equation for the mean bubble diameter consider-
ing bubble break-up and coalescence processes. For the het-
erogeneous flow regime one transport equation for each of
the small and large bubble fraction is solved. Both transport
equations are coupled by exchange terms due to bubble co-
alescence and break-up. The implementation of these trans-
port equations into the CFD-code CFX-5.7 enables the cal-
culation of the three-dimensional, time-dependent flow field
in dependence of the local bubble size.

3. Conservation of momentum

For each phase one momentum balance equation is solved.
This is written to

�
�t

(�i�i �ui) + ∇(�i (�i �ui �ui))
= −�i∇pi + ∇(�i�i (∇�ui + (∇�ui)T ))

+ �Fmass+ �i�i �g + �Fij , i = 1,2, l. (8)
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The temporal and convective changes of momentum on the
left-hand side of Eq. (8) are balanced by several forces on
the right-hand side. These forces are due to the bulk pres-
sure gradient, shear, secondary fluxes due to mass trans-
fer, gravitational forces and interphase momentum transfer.
For the multi-fluid approach, in particular, modeling of the
interphase momentum transfer is important. The most im-
portant interphase force is due to interphase drag. In addi-
tion, other forces like transversal lift-force or added mass
force are also present in bubbly flow. However, the model-
ing of these forces and their implementation into the multi-
fluid approach are still discussed (Loth, 2000; Joshi, 2001;
Sokolichin et al., 2004). For bubble columns with diameters
larger than 15 cm, the added mass force can be neglected
with respect to the drag force (Joshi, 2001). Therefore, in
this work only the drag force is considered. The drag force
per unit volume is

�Fil = CD

3

4
�l

�i
di

|�ui − �ul | (�ui − �ul) i = 1,2. (9)

The drag coefficient is calculated according toClift et al.
hyperlinkbib3(1978),

CD = max

[
24

Re
(1 + 0.1Re0.75);

min

{
max

(
0.44,

2

3
Eo1/2

)
,

8

3

}]
, (10)

in dependence of the Reynolds and Eotvos number

Rei = |�ui − �ul |di
�l

(11)

Eo = g(�l − �i )d
2
i

�
. (12)

In Eq. (12), the surface tension between the liquid and gas
phase is�. The Sauter bubble diameterdi is calculated from
a transport equation for the mean bubble volume. Due to
bubble coalescence and break-up, second-order fluxes arise
in the momentum equation for the small and large bubble
fraction. These fluxes are considered in addition to the terms
given in Eq. (1). In case of mass transfer, the term

�Fmass=
{−Ṁi→j �ui phasei,

+Ṁi→j �ui phasej,
(13)

arises in the momentum equation considering second-order
momentum fluxes due to mass transfer from phasei to phase
j.

4. Conservation of mass

The bulk mass balance equation for each phase is

�(�i�i )

�t
+ ∇(�i�i �ui) =

{−Ṁi→l , i = 1,2,
+Ṁj→l , i = l, j = 1,2,

(14)

considering mass transfer from the gaseous to the liquid
phase. In addition, source terms due to bubble coalescence
and break-up as given byLehr et al. (2002)are considered.

In case of multi-component flow withN species,(N − 1)
species mass balance equations are solved in addition to
Eq. (14). The gas phase consists of two components, which
are identical in their properties. One of these components
is used as tracer. The liquid phase consists of a background
fluid, a tracer, and in case of mass transfer the transferring
components. The species mass balance equation is

�(�i	Ai�i )

�t
+ ∇(�i	Ai�i �ui) − ∇(DAi∇(�i	Ai))

=
{−	AiṀi→l , i = 1,2,

+	AjṀj→l , i = l, j = 1,2.
(15)

The terms on the right-hand side of Eq. (15) represent mass
fluxes due to interphase mass transfer. Again, source and
sink terms due to bubble coalescence and break-up are con-
sidered in addition to Eq. (8). For the calculation of the mass
transfer rate, the phase equilibrium at the gas–liquid inter-
face is described following Henry’s law. The phase equilib-
rium is described with

�A,pl = pA,g �l

/(

l


g

H

)
. (16)

In Eq. (16), the molar mass of the liquid and gas phase
are labeled
l and
g. The Henry constant isH. The mass
transfer rate is calculated to

ṁi,l = cl

cl − cA,l

�l (�A,pl − �A,l), (17)

with the bulk molar concentration of the liquid phasecl
and the bulk molar concentration of the transferred compo-
nentcA,l . The mass transfer coefficient is calculated from a
Sherwood number in dependence of the bubble volume. For
small Reynolds numbers, the bubbles are spherical shaped,
whereas with increasing Reynolds number turbulent mo-
tions at the surface become more and more important and
the bubbles loose their shape. Therefore, for small Reynolds
numbers below

Recrit = 3.73

(
�l�

3

g�4

)0.209

, (18)

the Sherwood number is calculated according toBrauer
(1979)

Sh = Sh∞[(1 + 0.433Re2)−1 + 0.0000423]−0.055 (19)

with

Sh∞ = 2 + 0.651(ReSc)1.72

1 + (ReSc)1.22 . (20)

For larger Reynolds numbers, the correlation

Sh = 2 + 0.015Re0.89Sc0.7 (21)

is used instead of Eq. (19).
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5. Turbulence in the liquid phase

In bubbly two-phase flow, the turbulent velocity fluctu-
ations in the liquid phase are caused by the shear-induced
turbulence as well as due to the presence of bubbles. Sev-
eral experimental investigations deal with the influence of
a dispersed phase on the continuous phase turbulence. In
this work, a modified form of thek–� turbulence model is
used. The influence of bubbles on the liquid turbulence is de-
scribed following the proposal ofLopez de Bertodano et al.
(1994). Therefore, additional terms are calculated in depen-
dence of the interphase drag. The resulting kinetic energy
and dissipation rate are calculated to

kres= kl + kb = kl + 1
4�1|�u1|2 + 1

4�2|�u2|2,

�res= �l + �b = �l + �Fd,1,l

�l

|�u1| + �Fd,2,l

�l

|�u2|. (22)

The second and third term on the right-hand side of Eq. (22)
represent the bubble-induced dissipation rate and turbulent
energy for the small and the large bubbles. The gas phases
viscosity is described by the molecular viscosity of the gas.

6. Modeling the solid phase

For several applications, a solid phase is dispersed thus a
three-phase gas–liquid–solid flow arises. For the multi-fluid
model the solid phase is described by an Eulerian phase.
The momentum balance equation for the solid phase is

�
�t

(�s�s �us) + ∇(�s�s �us �us)
= −�s∇p − ∇ps + ∇(�ss) − �Fd + �s �g. (23)

The first term on the right-hand side of Eq. (23) describes
forces due to the bulk pressure gradient. The second term
accounts for the additional solids pressures. Also, the third
term considers forces from the motion of the particles. The
last two terms consider interfacial momentum transfer and
gravitational acceleration. For the calculation of the solids
pressure and the solids stress tensor, the kinetic theory of
granular flow is applied. Recently,Wylie et al. (2003)pro-
posed an extension of the kinetic theory to liquid–solid flow
for three limiting cases. The relative volume fraction of
solids within the liquid–solid suspension is

�s = �s
�s + �l

. (24)

The solids pressure is calculated as

ps = 2�sg0�2
s (1 + e)�s + �s�s . (25)

The coefficient of restitution is labelede and the granular
temperature of the solids is�s .

According toSyamlal et al. (1993), the granular temper-
ature is calculated to

�s = − K1�s tr(Ds) + [K2
1tr2(Ds)�2

s

+ 4K4�s(K2tr2(Ds) + 2K3tr(D
2
))]0.5

× (2�sK4)
−2, (26)

including the factors

K1 = 2(1 + e)�sg, (27)

K2 = 4ds�s(1 + e)
�sg0

3�1/2 − 2

3
K3, (28)

K3 = ds�s

2

(
�1/2

3(3 − e)
[1 + 0.4(1 + e)(3e − 1)�sg0]

+8�sg0(1 + e)

5�1/2

)
, (29)

K4 = 12(1 − e)2�sg0

ds�1/2 . (30)

In Eq. (26), the tensor of deformation is defined as

Ds = 1
2(∇us + (∇us)

T). (31)

The radial distribution function is calculated according to
Lun and Savage (1986)to

g0 =
(

1 − �s
�s,max

)−2.5/�s,max

(32)

with the maximum volume fraction of solids�s,max. The
solids stress tensor is calculated as

s = 2
sDs +
(
�s − 2

3

s

)
tr(Ds) I , (33)

with the solids bulk viscosity according toLun et al. (1984)

�s = 4

3
�2
s�sdsg0(1 + e)

(
�s

�

)1/2

(34)

and the solids shear viscosity


s = K2�s�
1/2
s . (35)

The momentum transfer due to drag

�Fsl = CD

3

4
�l

�s
di

|�us − �ul | (�us − �ul) (36)

between the liquid and the solid phase is calculated in de-
pendence of the drag coefficient according toWen and Yu
(1966):

CD = �−1.65
l max

(
24

Re′
(1 + 0.15Re′0.687),0.44

)
. (37)

The modified Reynolds number in Eq. (37) is calculated to

Re′ = �l
|us − ul |dp

�l
, (38)
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where�1 denotes the relative liquid volume fraction within
the liquid–solid suspension. The solid particles also influ-
ence the turbulence in the liquid phase. For particles, which
are small compared to the eddy length scale, turbulent fluc-
tuations are damped, whereas large particles tend to attenu-
ate the turbulent velocity fluctuations. In the present work,
the influence of the solids on the liquid phase turbulence is
not considered.

The mass transfer in three-phase flow can be influenced
by the presence of dispersed solid particles, thus related
to two-phase flow higher or lower mass transfer rates are
present. In a review of mass transfer in gas–solid–liquid flow,
Beenackers and van Swaaij (1993)emphasize that for low
solids loadings of small but heavy particles, which are typical
in slurry columns, only small changes with respect to two-
phase flow have to be expected. Since a detailed model for
the prediction of the liquid side mass transfer is not available
and a closed theoretical understanding for the influence of
suspended solids on the mass transfer rate is still missing, the
mass transfer coefficient is calculated using Eqs. (19)–(21).
This approach guarantees a conservative estimation for the
liquid side mass transfer coefficient.

7. Numerical solution

The flow domain is discretized using a block-structured
grid with hexahedral volumes. The edge length of the grid
is 1 cm. Near the wall region, a finer grid is used. Since
the instationary flow-fields are calculated, time steps in the
range of 0.01–0.05 s are made. The convective terms are
discretized with second-order accuracy. At the bottom of the
column, the inlet boundary conditions are specified for the
phase velocity, volume fraction and remaining properties. At
the top of the column, the free surface is approximated by a
boundary condition, which enables the gas phase to go out,
whereas for the solid and liquid phase a free slip condition
is applied, which permits them from passing through. In
addition, below the top surface an outflow for liquid and
solid is assumed in the circumferential direction.

8. Results

In the first part of the work, backmixing in the liquid and
gaseous phase is determined. Therefore, a perfect tracer is
added into the liquid and the gas phase. For the liquid phase,
the tracer is injected pulsewise at the top of the column,
whereas for the gaseous phase a continuous tracer injection
is chosen. In an earlier work, the models ability to predict
the interfacial area density and the bubble size have been
already shown in detail byLehr et al. (2002).

In Fig. 1, the time-dependent flow field of the liquid phase
is shown for a column with 2 m height and 20 cm diameter.
The liquid is operated batchwise, whereas the superficial
gas velocity is 0.02 m/s. The streamlines of the liquid are

Fig. 1. Time-dependent flow field of the liquid phase.

Fig. 2. Dispersion of the liquid tracer.

coloured with the axial liquid velocity. The time interval
between the instantaneous flow fields is 2 s.

The liquid phase is transported upwards in particular in
the center region of the column. Near the column wall, the
liquid flows downwards. The flow pattern is characterized
by several large-scale vortices, which move in the axial and
circumferential direction. For the same time steps, the dis-
persion of the liquid tracer is shown inFig. 2.

The tracer is first transported downwards near the column
wall in accordance with the liquid flow field. With increasing
time, the tracer is distributed over the whole cross-section
of the column. For longer times, an almost homogeneous
distribution of the tracer is obtained. For a laboratory scale
bubble column, the liquid and gas phase dispersion are de-
termined simultaneously. First, the liquid phase dispersion
is discussed. For several points in the column, the time-
dependent tracer concentration is calculated. These response
curves are used to calculate the axial-dispersion coefficient
according to Eq. (6). For the dimensionless representation,
the Bodenstein number

Bo = jgD

Eax,l
(39)

and the Froude number

Fr = j2
g

gD
(40)

are used. In Eqs. (39) and (40), the column diameter is
labeledD. The calculated dispersion coefficients are shown
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Fig. 3. Axial dispersion coefficient in dependence of superficial velocity.

in Fig. 3. In addition to the calculated results, the experi-
mental results are shown as reported byDeckwer (1992).

The calculated axial dispersion coefficients increase with
increasing superficial gas velocity. This is in good agree-
ment with the experimental results for which the dispersion
coefficient increases to the power of one third with the su-
perficial liquid velocity.

For several applications, a superficial liquid velocity is
applied. To determine backmixing in these cases, the tracer
is injected pulsewise at the liquid inlet. The time-dependent
tracer concentration is then regarded at the top of the column.
For the characterization of the mixing process, the mean
residence time is defined as

tm =
∫∞

0 tc(t)dt∫∞
0 c(t)dt

. (41)

The residence time distribution is defined as

E(t) = c(t)∫∞
0 c(t)dt

. (42)

A dimensionless representation is obtained with

� = t

tm
(43)

and

E∗ = E(t)tm. (44)

The dimensionless residence time distribution is shown in
dependence of the dimensionless time inFig. 4. In addition
to the calculated results, the limiting cases for an ideally
stirred reactor and a plug flow reactor are given.

With increasing superficial liquid velocity, the dimension-
less residence time distribution for the bubble column in-
creases at larger values for the dimensionless time. After a
maximum value is reached a decrease occurs. The higher the
superficial liquid velocity, the higher the maximum value.
For all cases the bubble column is operated between the lim-
iting cases of an ideally stirred reactor and a plug flow reac-
tor. With increasing superficial liquid velocity, the residence

Fig. 4. Influence of superficial liquid velocity on liquid phase residence
time distribution.

Fig. 5. Amplitude of the gas tracer.

time distribution of a bubble column is shifted towards that
of a plug flow reactor.

For the gas phase, a sinusoidal tracer concentration is in-
jected into the rising bubble swarm. The vortical flow struc-
ture, differences in the rising velocities and the coalescence
and break-up of bubbles cause a residence time distribution.
In Fig. 5, the calculated sinusoidal tracer signal is shown
along the column height.

With increasing column height, only the amplitude of the
signal is changed, whereas the frequency remains constant.
This change in the amplitude is used to calculate the axial
dispersion coefficient in the gas phase according to Eq. (7).
The calculated axial dispersion coefficients for the gas phase
are shown inFig. 6.

For low superficial gas velocities corresponding to the ho-
mogeneous flow regime the dispersion coefficient increases
slightly with the superficial gas velocity. For larger superfi-
cial gas velocities corresponding to the heterogeneous flow
regime, the dispersion coefficient increases significantly
with the superficial gas velocity. This is in accordance with
the formation of a bi-modal bubble size distribution. The
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Fig. 6. Calculated dispersion coefficients for the gas phase.

-

Fig. 7. Integrated volume fraction of gas.

large bubbles rise up faster than the smaller ones, thus
a large amount of gas is transported in these bubbles. In
addition, increasing coalescence and break-up of bubbles
enhance the mixing process within the gas phase. Since not
only the dispersion coefficient but also the volume fraction
of gas is important for the design of bubble columns, the cal-
culated integrated volume fraction of gas and experimental
results are shown inFig. 7. For large superficial velocities of
the gas phase, the enhanced coalescence of bubbles leads to
the formation of large bubbles, which rise up faster than the
smaller ones. Therefore, in the heterogeneous flow regime
a lowered increase in the overall gas volume fraction arises.

Based on the reasonable prediction of the hydrodynamic
parameters the multi-fluid model is extended to include the
absorption of the gas phase. Therefore, the physical absorp-
tion of carbon dioxide into water is considered. The absorp-
tion is calculated within a column of 2.8 m height and 19 cm
diameter. The superficial velocity is 2 cm/s for the gas phase
and 5 cm/s for the liquid phase. InFig. 8, the instantaneous
liquid phase mass fraction of carbon dioxide and the time-
averaged volume fraction of gas are shown. The initial mass

Fig. 8. Absorption of carbon dioxide into water.

Fig. 9. Time-averaged volume fraction of gas.

fraction in the liquid is zero. Due to the absorption process,
the mass fraction of carbon dioxide within the liquid in-
creases along the column height. The strong increase at the
bottom and the scattering are caused due to backmixing in
the liquid.

In accordance with the absorption process, the volume
fraction of gas is reduced along the column height. The time-
averaged volume fraction of gas decreases significantly with
the column height. The radial profile of the time averaged
gas volume fraction is shown inFig. 9, for a cross section
in height of 1.6 m. In addition the experimental results of
Hillmer (1993) are given. The volume fraction is axisym-
metric with the maximum at the column axis.

The absorption of the gas phase also reduces the overall
momentum transfer to the liquid phase. Therefore, changes
in the flow pattern have to be expected. InFig. 10, the case
of a fast chemical reaction is compared with the flow pattern
for an inert flow.

Due to the absorption the volume fraction of gas is sig-
nificantly reduced along the column height. The strong re-
duction of the gas volume fraction lowers the momentum
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Fig. 10. Flow field with and without mass transfer.

Fig. 11. Three-phase flow in a bubble column.

transfer to the liquid phase thus the flow structure is changed.
In the case of inert flow, the flow field is characterized by
several large-scale vortices, whereas for the chemical ab-
sorption the liquid circulates within one large loop. In accor-
dance with the changes in the flow pattern and the volume
fraction, the local interfacial area density is reduced.

For three-phase gas–liquid–solid flow a dispersed solid
phase is added. The spherical particles are of 137�m diam-
eter and 2300 kg/m3 density. The solid phase is considered
in the model equations by its pressure and stress, which are
calculated according to Eqs. (23)–(38). InFig. 11, the instan-
taneous flow field within the three-phase column is shown.
The liquid–solid suspension enters the column with a super-
ficial velocity of 3 mm/s. The superficial gas velocity is set
to 4.8 cm/s.

In addition to the volume fraction and the axial liquid
velocity, the streamlines of the liquid are given as a texture.
The vortical flow structure is similar to that of two-phase
gas–liquid flow. The liquid is transported upwards in the
central region of the column and downwards near the walls.
For the given superficial velocities, full fluidization is not
achieved. Thus, the volume fraction of solids decreases with
the column height.

9. Conclusion

The three-dimensional, instationary flow fields in cylin-
drical bubble columns are calculated using a multi-fluid
model coupled with a transport equation for the mean bubble
diameter. Backmixing in the liquid and gaseous phase is
calculated based on the dispersion of a perfect tracer. For
comparison with experimental results, the axial dispersion
coefficients are calculated. The predicted dispersion coeffi-
cients are in good agreement with experimental results. The
absorption of the gas phase reduces the momentum transfer
to the liquid phase thus the flow pattern is changed along
the column height.

For three-phase flow, a dispersed solid phase is considered
by an Eulerian phase. The solids pressure and viscosity are
calculated using the theory of granular flow. The calculated
flow pattern is similar to that of two-phase gas–liquid flow.

Notation

a interfacial area density, m−1

c molar concentration, mol m−3

CD drag coefficient
d bubble diameter, m
D column diameter, m
e coefficient of restitution, dimensionless
E dispersion coefficient, m2 s−1

F force per volume, kg m−2 s−2

g gravitational acceleration, ms−2

H Henry coefficient, kg m−1 s−2

j superficial velocity, m s−1

k turbulent kinetic energy, m2 s−2

ṁ mass flux density, kg m−2 s−1

ṅ molar flux density, mol m−2 s−1

p pressure, kg m−1 s−2

t time, s
u velocity, m s−1

x coordinate, m

Greek letters

� volume fraction
� mass transfer coefficient, m s−1

� turbulent kinetic energy dissipation rate, m2 s−3

� dynamic viscosity, kg m−1 s−1


 molecular weight, kg kmol−1

� kinematic viscosity, m2 s−1

� mass fraction
� density, kg m−3

� surface tension, kg s−2

Subscripts

l liquid
1 small bubble fraction
2 large bubble fraction
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