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Abstract

In this paper a procedure to evaluate proposals for Educational Innovation Projects is proposed. This methodology should
help the Institute of Educational Sciences of the Politechnical University of Valencia to choose the best Educational Project, the
final aim being to provide the Administration with a stringent evaluation methodology, since the current evaluation methodology
was found to be neither sufficiently objective nor systematic.

Since in the definition and evaluation of these Educational Projects diverse stakeholders are involved, the process has been
approached as a MCDA carried out by a group of experts. Although a whole methodology is proposed, the paper has been
focused on the weight assignment of the different criteria chosen by the experts.

The experts have been asked to act in two different ways: in face-to-face meetings in which a consensus or compromise had to
be reached, and meetings at distance where the experts have given their individual judgements, which have been next combined
using the geometric mean with the software EC 2000 [Expert Choice 2000 Team. Pittsburgh: Expert Choice, Inc.; 2001]. This
procedure has allowed the authors to analyse the possible scenarios that the IES board team might come up against in the future.
The main difference between the two ways of work is the dimension of physical space or the distance between the members of
the evaluating team. This distance has a significant effect on the way team members relate to each other.
� 2006 Elsevier Ltd. All rights reserved.

Keywords: AHP; Group decisions; Decision process; Education

1. Introduction

As a result of reforms in Study Plans, the Politechni-
cal University of Valencia (henceforth University) has
been developing an Educational Innovation Projects
(hence forth EIP) for the last five years. The aim of
these projects is to initiate a process of methodological
and organisational innovation in teaching that should
improve the academic results of the students.
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Every year the University calls for a tender of EIP, to
which all the lecturers can apply. The projects should
include a proposal explaining the objectives, as well as
the methodological innovations proposed, resources re-
quired and expected results. These projects have to be
evaluated. Therefore, a follow-up commission headed
by the Institute of Educational Sciences of the Uni-
versity (henceforth IES) was created in order to select
those to be supported, since the economic resources
are limited and the IES board has to justify their
distribution.

The method currently used to evaluate these proposals
is the face-to-face meeting of five or six experts desig-
nated previously by the IES board who allocate a score

http://www.elsevier.com/locate/omega
mailto:mgarciam@dpi.upv.es


M.G. Melón et al. / Omega 36 (2008) 754–765 755

to proposals on the basis of pre-established criteria. It is
a simple and very subjective process and therefore dif-
ficult to justify. For this reason the IES board contacted
the authors of the present work, to design a methodol-
ogy that would help them to rank order the projects, the
final aim being to provide the University with a stringent
evaluation methodology that should allow the traceabil-
ity of the whole process. Given the amount of University
lecturers and departments involved in the proposals and
the number of projects on offer, this evaluation would
be accepted by the collective as a whole as long as the
evaluation process were to instil sufficient confidence.

2. Aims of the work

The aim of the present work is to create a procedure
that would allow evaluation of proposals for EIP, bear-
ing in mind the multiple criteria and the opinion of dif-
ferent experts who were to advise the decision-making
body, the Institute of Educational Sciences. The whole
process could be understood as a problem of ordering
the different proposals (alternatives) on the basis of a
series of criteria established with the aid of experts.
The process was therefore approached as a discrete
multi-criteria multi-expert decision analysis (henceforth
MCDA).Multicriteria because, as mentioned above,
the conflicting interests involved are multiple: aca-
demic, economic, strategic, etc. and multi-expert since
it was considered that the participation of independent
experts would add gravity and rigour to the process.
In this case, the selection process for experts was
essential.

Two different ways of working for the experts will
be analysed: (i) one based on face-to-face meetings and
(ii) another one based on computer-mediated meetings
since according to the authors experience in this field
both may be useful for the evaluation of the proposals.
The advantages and disadvantages of each of them will
be analysed by means of a case study. After that the
results of both ways of working, (i) and (ii), will be
compared with the results of the current one used until
now by the IES board. This comparison will be based
on how the MCDA processes give more information,
take more aspects into account, integrate the opinions
of more people and therefore, can be used as a means
for justifying the decisions better.

3. Multicriteria multi-expert evaluation

The use of MCDA makes the participation of differ-
ent experts possible at different stages of the evaluation

process, while taking multiple criteria and viewpoints
into account. Different authors have proposed the use
of MCDA as support in the decision-making process in
different areas related to higher education. Mustafa and
Goh [1] made an analysis of the techniques most used
in the bibliography and the fields of application in the
higher education area. Politis and Siskos [2] proposed
their use in evaluating an Engineering Department in
Greece with a view to enhancing its educational quality
and internal organisation. Caballero et al. [3] proposed
applying Goal Programming in assigning financial re-
sources efficiently within a university system. Davey
et al. [4] used it to analyse the selection process for a
Ph.D. course.

The selection of the mathematical model based on
MCDA is not easy. Among all the published methods the
best known are: (i) the ones based on Multiple Attribute
Utility Theory [5], (ii) the Analytic Hierarchy Process
[6] and (iii) the outranking methods such as ELECTRE
[7] and PROMETHEE [8]. A review of MCDA con-
cepts and approaches can be found in [9,10]. According
to Bouyssou et al. [11] there are several models that can
be used in a decision-making process. There is no best
model. To date, it has been impossible to demonstrate
the domination of one MCDA technique over the rest.
They all have advantages and drawbacks. Their use de-
pends on the context.

In this process, the use of the Analytic Hierarchy Pro-
cess (AHP) is proposed with multiple experts and, as
support to this method, the software EC 2000 [12]. The
reason this method is proposed is because it allows the
decision maker to structure the problem of establishing
priorities by means of hierarchic breake down of the
problem, taking into account the consistencies of the
emitted judgements. It is easy to explain to the experts
who are to assess the EIPs and allows them to propose
and gather the information generated individually in a
simple and systematic way. The support software also
enables the calculations and presentation of the results
to be done easily and quickly. This favours its appli-
cation in complex problems where the time of the par-
ticipants in the process is rare and very expensive. The
EC 2000 software has been used in a large variety of
decision types, some related to the academic aspects of
higher education [2] and other related to the decision-
making support system journals [13]. Likewise, the pro-
gram enables easy working with a group of experts via
its group decision module. The operations research lit-
erature contains many applied and theoretical papers
that describe the use of AHP in group decision-making
setting. Early observations and suggestions for using
AHP in group decision making are given in [14,15]. In
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particular, some of these papers have focused on how
groups construct the hierarchy, compare elements in the
hierarcy, and aggregate weights.

4. Group evaluation. Face-to-face vs. distance
meetings

As mentioned previously, the evaluation was to be
carried out by a group of experts, who will be respon-
sible for establishing and assessing weights to criteria.
There are three basic approaches that a group can use to
assess weights: (i) consensus, (ii) vote or compromise
and (iii) geometric or arithmetic mean of the individual
judgements. In the first approach, the group of decision
makers is required to reach a consensus on each judge-
ment. If the group is unable to reach a consensus, then
a vote or compromise is used in the second approach
to set the judgements values. In the third approach, let
ak
ij denote the comparison of element i to element j for

decision maker k (k = 1, 2, . . . , n) in pairwise compar-
ison matrix A. The individual judgements of the n deci-
sion makers are combined using the geometric mean to
produce the entry aij =[a1

ij × a2
ij ×· · ·× an

ij ]1/n. Aczel
and Saaty [16] have shown that the geometric mean pre-
serves the reciprocal property in the combined pairwise
comparison matrix. Therefore, the geometric mean is
the most common approach used by groups to set prior-
ities and has been incorporated into EC 2000 software.

Each of the above-described approaches has prob-
lems in practice. As pointed out by Saaty [17], the
consensus and vote or compromise approaches could
require “. . .a considerable amount of discussion (and
initial disagreement) among the participants. . .”. In a
large hierarchy with many pairwise comparison matri-
ces, reaching a consensus or voting on every entry could
be very time consuming.

Taking all this information into account, the authors
of this paper proposed that the experts should act in two
different ways: in face-to-face meetings in which a con-
sensus or compromise has to be reached, and meetings
at distance where the experts would give their individ-
ual judgements, which will be next aggregated by EC
2000. These two working ways would allow the authors
to analyse the possible scenarios that the IES board team
might come up against in the future. The main differ-
ence between them is the dimension of physical space
or the distance between the members of the evaluat-
ing team. This has a significant effect on the way team
members relate to each other and their way of reasoning
since in meetings at distance there is no discussion and
therefore, the experts cannot change their judgements
due to the group effect.

Different studies found in the literature show that
there is no general agreement about which of the two
ways of work, FTF and CM, is better. On the first
place, several studies carried out [18] indicate that
geographically dispersed teams can often work just
as efficiently as those working face-to-face (hence-
forth FTF). Virtual interaction via electronic media
(henceforth CM “Computer Mediated”), especially
using email or electronic chat in their interpersonal
relations, seems to be effective in reducing differ-
ent types of discrimination between group members.
With the elimination of visual stimulation, the focus
is centred more on the content and less on the per-
son generating the content. Furthermore, Raman et
al. [18] researched the effect of group decision sup-
port systems (henceforth GDSS) and the communica-
tions media by means of these variables: satisfaction
with the decision process carried out, ability to re-
solve conflicts and confidence in the decision taken.
They concluded that FTF groups showed better results
in their study than the CM groups for all variables.
Finally, Gallupe and McKeen [19] carried up a study
comparing the behaviour of FTF and CM groups in
a decision-making process whose aim was to priori-
tise a series of alternatives. The results of that study
indicated that there was no difference between both
working ways and the authors justified this affirming
that the task was not sufficiently complex to require a
GDSS.

In the case of the EIP evaluation the authors of this
work were faced with:

• FTF presented the advantage a priori of scarcely
modifying the decision-making structures currently
used in the IES institution, as it allowed them to con-
tinue acting as they had done until now: FTF meet-
ings of the four or five persons in charge, but with a
more rigorous methodology.

• CM would enable the IES board team to work with
experts from outside the organisation, which would
probably contribute with greater independence and
objectivity to the evaluation process. These experts
would be able to work from their offices, which im-
plies time and money saving.

Since no general agreement about the goodness of any
of the two working ways has been found in the revised
literature, the authors of the present work opted to study
the differences between them, analysing their advan-
tages and disadvantages by means of a practical case. To
this end, two pilot experiments with two groups of doc-
torate students from the University took place, whose
results were then analysed separately.
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Table 1
Current evaluation procedure

Decision maker IES board
Definition and weighting of criteria IES board by face-to-face meeting (5–6 people)
Criteria 1. Clear and realistic approach in the application of the proposals.

Resources indispensable for start-up.
16.66%

2. Clarity of objectives and relevance of content and innovative
quality.

16.66%

3. Incidence upon improvement and increase in student activity,
initiative and motivation.

16.66%

4. Direct and preferably immediate repercussion in day-to-day
educational practice.

16.66%

5. Definition of clear evaluation criteria, both of the process and
the desired outcome it is hoped to achieve through the project.

16.66%

6. Participation and co-ordination of teams of lecturers. 16.66%
Evaluation of alternatives (EIPs) IES board with a score type: “failed”, “passed but with

conditions”, and “passed” for each of the criteria

5. Methodology proposed

5.1. Current evaluation procedure

The procedure currently used to evaluate these pro-
posals is synthesised in Table 1.

This present procedure is not considered satisfac-
tory by the IES management because only little and
subjective information is used, which means a lack of
transparency. It is assumed that all the criteria have
the same weight, since the decision maker has never
thought about weighting before. If a proposal obtains
a “pass” for most of the criteria, the project is adjudi-
cated to the applicant, with advice on how to improve
those aspects particularly related to the criteria with
the poorest evaluation.

5.2. Proposed evaluation procedure

The new approach proposes to work with a group
of external and in-house experts. They will be given
the advice of a facilitating team (henceforth Facilitator)
who have some knowledge of the problems inherent in
group evaluation (Table 2).

Selection of group of experts: Since the decision mak-
ers are members of IES board and they hold a political
post, they are not always experts in the issue on which
is to be decided. Since it is public money what is being
assigned and to avoid misunderstandings about the fi-
nal decision a technical group is thus recommended to
advise the political head of the institution.

This technical group or group of experts must select
the evaluation criteria for the EIP proposals, consider
them, assign scales and assess each proposal in line with
the established criteria.

In selecting these experts it must be taken into ac-
count that when evaluating the quality of the proposals
for EIPs the academic factors must be considered, both
the innovative aspects and their content. Given the na-
ture of the problem, there might be a trend towards par-
ticipation of a large number of experts in different areas
making up the field of Innovation and Education. How-
ever, the contribution of many experts could lead to an
excess of information; this is hard to deal with and very
costly. In any evaluation and decision-making process,
it must be considered whether the cost of the process
outweighs the cost of the possible consequences of an
erroneous decision. At any rate, the aim of this evalu-
ation task is to provide the final decision maker (IES
board) with information to help ensure the success of
the training project.

It is recommended that the group of experts should
have from 6 to 12 participants [20,21].

Selection of criteria: In this stage, a list of criteria to
evaluate the proposals should be proposed by the group
of experts, with no restrictions of any kind.

Weighting of criteria: In this stage the criteria should
be weighted by the experts using the AHP method.
To this end, a questionnaire has to be designed (see
Appendix A).

Evaluation of the EIP proposals: The correct evalu-
ation of proposals against each criteria is crucial, and
requires the establishment of evaluation scales. Making
pairwise comparisons, as the AHP method suggests, in
a model that has a large number of alternatives can be
very time consuming, as you would have to perform
a large number of comparisons for the alternatives (up
to n∗(n − 1)/2) with respect to each covering objec-
tive. Alternatives’ priorities can also be established rela-
tive to each covering objective using ratio scaled rating
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Table 2
Proposed evaluation procedure

Decision maker IES board
Definition and weighting of criteria Group of external experts properly selected. They may work either in

FTF or CM meetings. No IES board member should be included.
Criteria To be defined by the experts.
Evaluation of alternatives (EIPs) Group of external experts assess values to each proposal. The

Facilitator analyses the results and reports to the decision maker.

intensities [6]. The authors recommend the use of di-
rect due to the high number of projects to be expected
in response to each call.

Sensitivity analysis and report: The obtained results
should not be taken to be an absolute truth since many
of the judgements made during the decision process are
subjective, ill defined, indeterminate or imprecise. Fi-
nally, the decision maker must know the degree of re-
liability of the results in order to be able to make the
final decision. Therefore, a sensitivity analysis is rec-
ommended to be used once the global order of alter-
natives has been obtained. This consists on calculating
again the rank order of the alternative but with a slight
modification (±10%) in the weight of an individual cri-
terion, keeping the remaining weights fixed [22]. This
procedure should be carried out for each criterium. That
will allow the decision maker to obtain several rankings
for the alternatives, which will help him to analyse how
results can be affected by small deviations in weights.

After having obtained these results it is necessary
to elaborate a report to aid decision, in which the co-
herence of the obtained results should be studied and
the circumstances and factors which have influenced
the application of the methodology have to be borne in
mind.

6. Pilot test development

6.1. Aim of the pilot test

The first aim of the pilot test was to verify that the
two ways of work proposed were applicable and useful.
The Facilitator drew up a questionnaire to measure the
degree of satisfaction and trust of the experts who joined
the test (see point 5.2). The test was also used to study
the differences between indirect assessment of weights
(AHP binary comparisons as described in Section 4),
and direct assessment of weights (setting the weight
of each criterion on the basis of a pre-assigned scale).
This study was carried on with the purpose of having an
easier methodology to propose to the IES board in case
the one based on AHP was considered too complicated.

The development of the test is described in the fol-
lowing:

6.2. Definition of the two groups of experts

To carry out the pilot experiment a group of 14 doc-
torate students from the University was selected, fol-
lowing the recommendations proposed in Section 5.2.
Two groups were made, each of them composed by
three foreign university lecturers, two workers of na-
tional industrial companies and two workers of national
research institutes.

• Computer mediated (CM) group: All sessions were
conducted by electronic mail. This group was
allowed no communication among themselves,
communicating only by email with the decision
Facilitator. (GDSS level 1 according to [14].)

• Face-to-face (FTF) group: All sessions were con-
ducted by means of face-to-face meetings based on
a consensus-seeking method.

6.3. Obtention of the hierarchised list of criteria

CM group: This group met in a room and each person
was assigned a computer. In this way, the aim was to
simulate a situation where the experts would be working
on-line and at a distance. They were asked to draw up
a list of criteria, which in their opinion should be used
to evaluate the proposals, and send it per email. The
lists of criteria arrived in the Facilitator’s mailbox in an
orderly fashion and after this first round the Facilitator
synthesised all the information received. In the second
round the experts were asked to vote on the list drawn
up. After that, this new information was synthesised in
table form. Beside each criterion appeared the number
of votes received for and against. For the third round,
the experts were asked to vote again in the light of the
group results. Once the last vote had been received, the
round and session were considered closed. The whole
session lasted 2 h.

At this point the Facilitator began to calculate, in line
with the last votes received, which criteria would be
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selected and which rejected. To this end, a simple sum
of votes for and against was made and it was decided
whether the criterion would be chosen or not by simple
majority.

FTF group: The experts met in the meeting room.
The Facilitator gave them the documentation and ex-
plained the aim of the meeting. Comments were made
on the objectives of the evaluation and several template
proposals and the information they contained were anal-
ysed. The group members decided that it would be eas-
ier for them to draw up a list of criteria and then to try
to group them. After 30 min, the group had listed 14 or
15 criteria for evaluation. Next, the experts proceeded
to classify the criteria. This phase turned out to be more
complex than expected and a heated debate took place,
where the definitions of some of the previously estab-
lished criteria were modified. Finally, consensus was
reached regarding the hierarchy of criteria. The whole
session lasted 1 h 30 min.

6.4. Weighting of the criteria and assessment of scales

In this stage both groups were to assess weights to the
criteria both directly and indirectly by means of pairwise
comparisons, so that the results obtained would allow
the analysis of the differences between them.

In order to use the AHP method, a specific question-
naire was prepared (see Appendix A).

CM group: Each expert was requested to answer said
questionnaire and return it by email to the Facilitator,
who then introduced the data into the EC 2000 so that
the program could find the synthesis judgement. This
phase lasted 45 min.

For direct weights’ assessment, another question-
naire was drawn up asking the experts to assign a
weight on a scale of 1–5 to each of the criteria. This
questionnaire was returned by email to the Facilitator,
who then calculated the synthesis judgement by means
of the geometric mean of all the weights obtained for
each criterion and then those values were normalised.
In this way, the value obtained was comparable to
that calculated by the EC 2000 program. Thus, the
aim was to verify whether the experts were consistent
and if the method of weight assessment affected their
judgements. This phase lasted 30 min.

Finally, the group had to define which scale each of
the criteria was to be evaluated with. To this end, the
Facilitator sent the group of experts the consensual list
of criteria so that each of them could propose a scale
to measure each one. They were also allowed to give
any clarification they considered appropriate in order to

understand the significance of the scales proposed. This
phase lasted 1 h.

Once the scales had been stated and voted the Fa-
cilitator calculated which scale was rated best for each
criterion, by means of a simple sum of all the scores ob-
tained by each scale. In this way it was decided which
scale was to be selected to evaluate each criterion.

FTF group: This session was carried out in two
phases. The first, weighting of the criteria (indirect),
and the second, setting out the intensities of each crite-
rion (direct), they both took place in a meeting room.
In the first phase, each expert was proposed to issue
his individual judgement for each binary comparison
based on a Saaty scale, and then a discussion for each
comparison took place until the consensus judgement
was found. This phase lasted 1 h.

For direct assessment of weights, the experts were
asked to assign a weight on a scale of 1–5 to each
of the criteria and then discussion to find consensus
started. This second weight assessment method lasted
only 20 min, because all the experts were at that time
very familiarised with all the criteria. As it was said be-
fore, the aim was to verify whether the experts were
consistent and if the method of weight assessment af-
fected their judgements.

Finally, each expert was asked to assign each criterion
a direct weight on a scale of 1–5. This phase lasted
almost 2 h.

6.5. Evaluation of the proposals

For this stage, the Facilitator drew up an evaluation
questionnaire for the proposals, which was likewise sent
by email to the CM group experts and delivered per-
sonally by the Facilitator to the FTF group experts. The
experts were asked to assign a score to each proposal
according to the scale defined in the previous stage.

It was not the aim of the pilot test to measure the
time needed for this last task of the experts, evaluation
of the proposals after the proposed criteria. At this last
stage of the methodology, the aim was to make sure
that the methodology was correct and executable and
that nothing was misunderstood. Therefore, the results
obtained for each of the proposals are not analysed in
this paper.

7. Obtained results

7.1. Criteria hierarchical structure obtained for both
procedures

The following results were obtained after the first
work session: having analysed the results of this first
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Goal: choose best PID

Impact on the teaching-learning process

Degree of innovation

Fields of application affected

Feasibility of the objectives

Student evaluation model

Impact on the University

In the applicant department

Projection in other areas

Total cost

Project duration

Quality of report document

Clear definition of activity schedule

Clear definition of objectives

Applicant

Prior issue-related experience

Applicant group structure

Multidisciplinary nature of the applicants

Fig. 1. Criteria hierarchy obtained by the FTF group of experts.

session, one aspect that should be underlined is that
there is a remarkable difference in the points of view
adopted by each of the groups to draw up the list of
criteria: each of the groups came up with completely
different criteria hierarchies. That means that the criteria
clearly depend on the experts and for that reason the
authors of the present work insisted upon an extremely
careful selection of them.

This may also be due to the significant role of
the Facilitator in the CM group (Fig. 1). His influ-
ence when ranking or classifying the criteria into a
hierarchy was very important, given that no com-
munication was permitted between experts. The
experts were simply asked to propose and score
the list of criteria and the Facilitator ranked them
conceptually and generated the hierarchy on two
levels. However, in the FTF group, the hierarchy
was established by consensus of all the experts.
It may therefore be affirmed that the first hierar-
chical list of criteria comes under the clear influ-
ence of the Facilitator whereas the second does not
(Fig. 2).

7.2. Criteria weights obtained for both procedures

The lists of criteria hierarchised and weighted by the
two methods are presented below: the assessment of
global weights corresponds to the aggregation of the

Goal: choose best PID

Objectives

Coherence

Adaptation

Duration

Proposal

Need

Interest

Need

Economic

Adjustment

Relation resources/students

Profitability

Scope

Number of subjects

Number of students

Number of lecturers

Synergy

Subject type

Innovation

Fig. 2. Criteria hierarchy obtained by the CM group of experts.

judgements of the group members by the calculation
of the geometric mean of the values in the individual
matrices.

In Tables 3 and 4 it may be seen that in the case
of direct assessment of weights there is a higher con-
centration of values. It is notable that if the mean of
the weights obtained by the criteria is equal for both
types of assessments, the standard deviation for the
CM group is: 3.16 times greater for assessment by
AHP (0.038) than direct assessment (0.012) and for the
FTF group: 3.53 times greater for assessment by AHP
(0.060) than direct assessment (0.017). Therefore, we
can conclude that with the AHP method weights are
much more dispersed than with the direct assessment
method.

These differences in weight assessment, due to the
different methods of weighting used, are in agreement
with the works of several authors who showed that
weights elicited through holistic procedures tend to be
more dispersed than those elicited directly [23].

It must be pointed out that some of the decision
makers were inconsistent in issuing their judgements,
i.e. obtained a ratio of inconsistency of 15% calculated
by EC 2000. There have been few studies on the
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Table 3
List of hierarchised and weighted criteria obtained by the CM group

Criteria Indirect assessment (AHP) Direct assessment (scale 1–5)

1. Impact on the teaching–learning process
1.1. Degree of innovation 0.14 0.102
1.2. Fields of application affected 0.067 0.079
1.3. Feasibility of the objectives 0.148 0.084
1.4. Student evaluation model 0.042 0.071

2. Impact in the University
2.1. In the applicant department 0.041 0.068
2.2. Projection in other areas 0.045 0.069
2.3. Total cost 0.081 0.091
2.4. Project duration 0.047 0.069

3. Quality of proposal document
3.1. Clear definition of activity programme 0.035 0.069
3.2. Clearly defined objectives 0.105 0.094

4. Applicant
4.1. Previous subject related experience 0.108 0.074
4.2. Applicant group structure 0.054 0.059
4.3. Multidisciplinary nature of applicant 0.087 0.069

Mean of the values 0.077 0.077
Standard deviation of values 0.038 0.012

Table 4
List of hierarchised and weighted criteria obtained by the FTF group

Criteria Indirect Direct
assessment (AHP) assessment (1–5)

1. Objectives
1.1. Coherence 0.125 0.081
1.2. Adaptation 0.056 0.074
1.3. Duration 0.035 0.037
1.4. Proposal 0.065 0.072

2. Need
2.1. Interest 0.184 0.065
2.2. Need 0.153 0.091

3. Economic
3.1. Adjustment 0.037 0.069
3.2. Relation
resources/students

0.032 0.066

3.3. Profitability 0.017 0.057

4. Scope
4.1. Num. subjects 0.034 0.066
4.2. Num. students 0.025 0.062
4.3. Num. lecturers 0.013 0.037
4.4. Synergy 0.032 0.074
4.5. Subject type 0.021 0.066

5. Innovation 0.17 0.081

Mean of the values 0.067 0.067
Standard deviation of
the values

0.060 0.017

inconsistency of the judgements of assessors. In some
of them, inconsistencies are seen as mistakes, not in-
tentionally made by the decision maker. They are fed
back to enable the decision maker to learn about the
procedure, and they are either ignored or reconciled by
asking the person for a final judgement. If no feedback
were possible or the decision makers did not want to
change their judgements, weights would be derived
mathematically through averaging or estimating the
best fitting weights [6]. However, in our opinion, as the
most important objective is to get the group to make
better decisions and consistency is not so important, it
was decided to accept a degree of consistency slightly
higher than 10% as suggested by other authors [15].

7.3. Degree of satisfaction with the consecution of
each stage of the procedure

The differences between both types of methodology
will be analysed from the viewpoint of the Facilitators
and the experts. To find out the opinion of the experts,
they were asked to respond to the questionnaire pre-
sented below, the results of which are synthesised in
Tables 5 and 6.

Here, it may be seen that the scores obtained for each
of the aspects evaluated in the form of average of all
the experts.
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1. How would you describe the experience of doing the assigned task?
Very pleasant 1 2 3 4 5 6 7 Very frustrating
2. In your opinion, the task was:
Very easy 1 2 3 4 5 6 7 Very difficult
3. In your opinion, the process was:
Efficient 1 2 3 4 5 6 7 Inefficient
4. In your opinion, the time needed to find solutions was:
Reasonable 1 2 3 4 5 6 7 Not reasonable
5. How strongly do you feel that the group solution is correct?
Very sure 1 2 3 4 5 6 7 Very unsure
6. How committed are you to the group solution?
Very sure 1 2 3 4 5 6 7 Very unsure
7. How do you feel regarding the quality of the group solution?
Satisfied 1 2 3 4 5 6 7 Not satisfied

Through the analysis of the values contained in Tables
5 and 6 it can be concluded: firstly, the scores awarded
by the experts to each of the methodology stages of the
pilot experiment were all situated around 3.5–4. How-
ever, according to the degree of satisfaction of the ex-
perts, FTF is slightly higher ranked than CM. In our
opinion this may be due to the fact that the time re-
quired for the complete evaluation of the proposals was
greater for the distance group. The fact that there is no
communication between the group members means that
any stage of the methodology requires many back and
forth unilateral explanations, which causes delays.

Table 5
Evaluation by the CM group experts of each phase of the procedure

Task to be
done

Solution
obtained

Time
(question 4)

(questions 1,
2 and 3)

(questions 5,
6 and 7)

Phase 1 3.62 3.19 3.43
Phase 2 3.48 3.24 3.43
Phase 3 3.19 3.14 2.92

Mean of the values 3.43 3.19 3.26

Table 6
Evaluation by the FTF group experts of each phase of the procedure

Task to be
done

Solution
obtained

Time
(question 4)

(questions
1, 2 and 3)

(questions
5, 6 and 7)

Phase 1 3.27 3.27 4.60
Phase 2 3.47 3.60 3.20
Phase 3 3.27 2.67 3.20

Mean of the values 3.34 3.18 3.66

8. Conclusions

A detailed methodology for evaluation of proposals
on Projects of Educational Innovation is presented. Its
worth has been proven after realisation of the pilot test,
given the low number of problems encountered.

The proposed methodology has the advantage, in
comparison with the current one, that it brings more
information to the decision process and improves the
chance to explain the decisions made. Objectivity also
improves because more point of views can be obtained
following the group technique for criteria hierarchysa-
tion [5,6]. Moreover, the way the criteria are weighted
and its later sensitivity analysis improve, in our opin-
ion, what is being done now: consider a few criteria
and give them all the same weight. In addition to
that, it has to be highlighted that the procedure allows
discussion both in the presence of the experts (FTF
case) or through a Facilitator (CM case). All in all,
transparency to the process is added, which is always
recommended when we are dealing with distribution of
state economic resources.

Both CM and FTF ways of work are evaluated by
the experts in a similar way, as they obtained very
close scores in each of the phases, although at all
times the degree of satisfaction of the experts was
higher for the FTF case. The results obtained by the
authors in this case study are no different from the
results obtained by other authors: studies which ex-
amined the effects of computer-mediated interaction
on group processes and decisions vs. face-to-face in-
teraction, found that computer-mediated interaction
suppressed information exchange and led to poor group
decisions [24]. Furthermore, face-to-face communica-
tion vs. computer-mediated communication has been
found to affect evaluation performance by changing
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the accuracy of the evaluation judgement. Research
results showed that computer-mediated groups lowered
judgement accuracy, obtained poorer outcomes and dis-
tributed resources less equally than face-to-face groups
[25]. The rationale was that during e-negotiation, the
parties could make their decisions and judgements on
the basis of text only. The absence of non-verbal or
verbal signals, which could help the parties attribute
the “true meaning” to the message, may result in mis-
understanding, misjudgement and undesired outcomes.
The authors maintain that these affirmations agree with
the results that they observed.

This may also be due to the fact that there is no
communication between the members of the group;
this means that any stage of the methodology may
require several unilateral explanations back and forth,
giving rise to delays. It is to be expected that in a real
situation the person who actually “wastes time” is the
Facilitator, as it is foreseen that all the experts will not
be on line at the same time, rather choosing to do so
when they have time to spare for the work.

Thus, it is estimated that the integral evaluation of
the proposals might take from 4 to 6 weeks, but in con-
trast, the degree of satisfaction of the experts would be
greater. When using FTF our opinion is that working
with experts with no direct links with the Facilitator
(in the pilot trial the Facilitator was the lecturer and the
experts the students), the degree of freedom and spon-
taneity in expressing opinions will be greater, and the
satisfaction with the work carried out will also improve.

To sum up, the authors of the present work recom-
mend:

• the use of FTF methodology if the IES management
works with people linked with the University as ex-
perts;

• the use of CM methodology whenever there is inter-
est in the IES in working with experts from outside
the University.

Finally, one aspect that should also be pointed out is
that there is a notable difference concerning the point of
view adopted by each of the groups in order to draw up
the list of criteria. This means that the criteria clearly
depend on the experts and therefore the authors of the
present work insisted upon a very scrupulous selection
of the experts.

As for the method of assessment of weights recom-
mended, the authors recommend indirect assessment of
weights, by means of the AHP method, given that a
great concentration of values of the weights is consid-
ered to be not very realistic neither by the experts not
by the authors of this paper.

9. Future works

The experts were asked to assign a score to each
proposal according to the scale defined by themselves.
They were allowed to bring the EIP proposals home
and to take as much time as they needed to evaluate the
proposals. Since it was not the aim of the pilot test to
measure the time needed for this last task of the experts,
and to analyse the evaluation of the proposals after the
proposed criteria, it is planned to evaluate and study
carefully the results obtained for each of the proposals.
These proposals will be rank ordered using different
MCDA techniques, in order to analyse the advantages
and disadvantages of each of them and give further rec-
ommendations to the IES board.

Glossary

List of abbreviations and terminology used

• EIP: Educational Innovation Project
• Proposals of Educational Innovation Projects: alter-

natives that have to be evaluated and rank order in
the present Study

• UPV, University: Polytechnic University of Valencia
• IES, IES management: Institute of Educational Sci-

ences, Institution that orders this Study
• AHP: Analytic Hierarchy Process, procedure used to

assess weights to the criteria
• Procedure, methodology: Set of phases proposed to

evaluate the EIPs
• FTF, Face to Face: way of working for the group of

experts of this Study
• CM, Computer Mediated, Meetings at distance: way

of working for the group of experts of this Study

List of roles used

• Decision Maker, IES board: people responsible for
the results of the evaluation of the Education Inno-
vation Projects. People who order this Study.

• Group of experts: people responsible for the defini-
tion of the criteria and their weights used for the
evaluation procedure of the Study

• Facilitator, facilitating team: People giving advice
related to MCDA to the experts

• Authors of the paper, authors of the work: people in
charge of carrying out the Study
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Appendix A. Questionnaire AHP criteria weighting

For each pair of criteria please indicate highlighting in black which of the two you consider to be most important
and to what extent. Remember that these are criteria to be used in the evaluation of training proposals.
The criteria must be compared two by two, asking to what degree criterion Ci is better compared with criterion Cj ,
using the following scale:

Cij = 1: considered equally important criterion and criterion j
Cij = 3: criterion i is considered slightly more important than criterion j
Cij = 5: criterion i is considered considerably more important than criterion j
Cij = 7: criterion i is considered much more important (or demonstrably more important) than criterion j
Cij = 9: criterion i is considered absolutely more important than criterion j

C1: Impact on teaching-learning process
C2: Impact in the University
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