
doi:10.1016/j.jmb.2005.08.065 J. Mol. Biol. (2005) 353, 772–787
Effects of Donor and Acceptor RNA Structures on the
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Template switching during reverse transcription contributes to recombina-
tion in human immunodeficiency virus type 1 (HIV-1). Our recent studies
suggest that the process can occur through a multi-step mechanism
involving RNase H cleavage, acceptor invasion, branch migration, and
finally primer terminus transfer. In this study, we analyzed the effects of
reverse transcriptase (RT)-pausing, RNase H cleavages and template
structure on the transfer process. We designed a series of donor and
acceptor template pairs with either minimal pause sites or with pause sites
at various locations along the template. Restriction sites within the region
of homology allowed efficient mapping of the location of primer terminus
transfer. Blocking oligomers were used to probe the acceptor invasion site.
Introduction of strong pause sites in the donor increased transfer efficiency.
However, the new pauses were not necessarily associated with effective
invasion. In this system, the primary invasion occurred at a region of donor
cleavage associated with weak pausing. These results together with
acceptor structure predictions indicated that a potential invasion site is
used only in conjunction with a favorable acceptor structure. Stabilizing
acceptor structure at the predicted invasion region lowered the transfer
efficiency, supporting this conclusion. Differing from previous studies,
terminus transfer occurred at a short distance from the invasion site.
Introduction of structure into the acceptor template shifted the location of
terminus transfer. Nucleocapsid protein, which can improve cDNA–
acceptor interactions, increased transfer efficiency with some shift of
terminus transfer closer to the invasion site. Overall results support that the
acceptor structure has a major influence on the efficiency and position of
the invasion and terminus transfer steps.
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Introduction

The genome of HIV-1 is packaged as two plus-
strand RNAs. These are reverse transcribed by the
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virally encoded reverse transcriptase (RT) to form
double-stranded DNA, which is integrated into the
host genome.1,2 Viral replication requires two
strand transfer events at the ends of the template,
minus strand strong stop transfer, and plus strand
transfer.3 Along with these obligatory end transfers,
strand transfer has also been demonstrated to occur
within internal regions of the genome.4–6 Strand
transfer occurs when the elongating cDNA stops
copying one template, the donor, and continues on
another homologous template, the acceptor.

HIV-1 is one of the most recombinogenic retro-
viruses, having as many as three crossovers
occurring per genome per replication cycle,7,8 with
d.



Figure 1.Diagram of the RNA templates. (a) Donor and
acceptor templates, the marker which is a single
nucleotide change between the templates (italics),
removes a HindIII recognition sequence from the
acceptor template. Hatched regions on the donor and
acceptor represent the plasmid-derived sequence. Syn-
thesis is initiated by primer binding to the unique
sequence at the 3 0 end of the donor templates (black
arrow). The acceptor shares 82 nt of homology with the
donor, and has a 19 nt extension 5 0 of the region of
homology allowing for separation of full-length extension
and transfer products. A schematic showing the four
donor and four acceptor templates used is included. The
locations of pause sites on the templates are labeled
P0A through P3, and the pertinent distances are shown.

RNA Structure and HIV-1 Strand Transfer 773
markers only 1 kb apart showing nearly random
segregation.9 Consequences of recombination
include helping the virus evade the host immune
system by genomic shuffling,10,11 combining drug-
resistant mutations,12–14 and dispersing mutations
introduced by the low-fidelity RT.15–19

Recombination can occur during both plus and
minus strand synthesis. However, studies have
shown that it occurs primarily during minus strand
synthesis.7,20–22 Minus strand transfer was
described as occurring by a copy choice mecha-
nism,23 and is dependent on both the RNase H
activity of RT,24–31 and template homology.32–37

In this mechanism the extending cDNA primer
transfers from the initial template, or donor, to
another RNA template, or acceptor.

While several templates with little or no pausing
have recently been shown to support transfer quite
efficiently,38–40 pausing has been demonstrated to
facilitate transfer.27,41–47

Pause-initiated transfers appear to occur by a
multi-step mechanism.38,41,46,48–50 Pause sites pro-
duce multiple RNase H cleavages that are closely
spaced, leading to clearing of the donor RNA from
the cDNA.41,46 Clearing creates a potential site for
the acceptor to interact with the cDNA. This
interaction has been described as an invasion.50,51

The acceptor invasion is the first contact between the
cDNA and acceptor. As the RT resumes synthesis on
the donor, this interaction propagates by branch
migration. Transfer is completed with the capture of
the primer terminus by the acceptor, which occurs
at a position removed from the initial invasion site.
The distance between invasion and terminus
transfer varied in different template systems.

Nucleocapsid protein (NC) is an RNA chaperone
that aids in the formation of the most thermo-
dynamically stable conformation.52,53 NC also has
an important role in increasing the efficiency of
transfer.54–56 NC is thought to accomplish this by
assisting in annealing two nucleic acid strands.48,57–62

Several groups have suggested that NC specifically
aids in the interaction of the acceptor with the
cDNA, increasing invasion.39,41,49,63–65 Another
transfer-promoting function of NC is its ability to
increase RT RNase H activity, leading to an
increased concentration of significant cleavages at
strong pause sites.41,46,66

Here, we set out to determine the role of pause
sites and secondary structure of the donor and
acceptor RNA templates on the mechanism of
strand transfer. The results showed that increased
cleavage of the donor at a strong pause site did not
always create an effective invasion site. Addition-
ally we found that structures in the acceptor
influence its ability to interact at a potential
invasion site, and effect the location of primer
terminus transfer.
(b) One of the Mfold-predicted structures of D0. Bases
mutated to strengthen structures are shown in bold and
new interactions created are shown with broken lines.
Locations of pause sites on D0 and introduced on the
templates that include these mutations are shown.
Results

Our previous analysis of HIV-1 RT-promoted
transfers using various RNA templates in vitro
indicated a separation of the acceptor invasion and
terminus transfer steps.38,41,50 To better understand
the role of pausing and RNA template character-
istics that promote transfer, we designed a template
system in which sequences could be manipulated to



Figure 2. Primer extension on donor and acceptor
templates. The (5 0-32P) end-labeled MH21 and MH65
primers, used with the donor and acceptor templates
respectively, were used for extension assays as shown.
Extension products were 16 nt longer on the donor than
on the acceptor templates. Reactions were stopped after
4 min and 8 min, and separated on an 8% polyacrylamide
gel. The primer, pause sites on the donor and acceptor
templates (P0A, POB, P1, P2, P3), full-length donor and
acceptor products (FL), and a pause site unique to the
acceptor templates (PA) are labeled. A series of weak
pause sites (20–40 nt and 45–55 nt) present in all the
donors are labeled by vertical bars to the right of the
panel. Size standards are labeled on the outside of each
panel.
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alter the secondary structure, influencing RT
pausing at various locations on the template. Sites
of transfer initiation and completion could then be
correlated with specific structural features.

Design of the templates

The transfer system consists of a 123 nt donor
RNA and a 122 nt acceptor RNA that share an
internal 82 nt region of homology (Figure 1(a)). The
donor template has a unique primer-binding site
at its 3 0 end. A short non-homologous region
following the region of homology on the acceptor
prevents end transfers. In this way, the system
simulates internal recombination events. The donor
and acceptor templates have an AluI cleavage site
about 50 nt from the primer binding site. We
introduced a single nucleotide substitution at
position 48 in the donor template to create a HindIII
cleavage site, overlapping with the AluI site. This
enabled efficient mapping of the location of primer
terminus transfer by restriction digestion of the
transfer products.

The initial donor and acceptor templates, D0 and
A0, were designed such that they lacked strong
secondary structures with the anticipation that they
would promote minimal RT-pausing during syn-
thesis. Figure 1(b) shows one of the secondary
structures of D0 as predicted by Mfold.67 Primer
extension assays on this donor revealed several
weak pause sites (Figures 2 and 3). P0A at position
70 decreases with time while P0B, at position 100, is
relatively constant throughout the time-course
(Figure 3). A series of weak pause sites were also
observed in the 20–40 nt and 45–55 nt regions
(Figures 2 and 3).

We generated three additional donor templates
from D0, by strengthening existing weak secondary
structures at different locations within the region of
homology (Figure 1). This was accomplished by
introducing minimal sequence substitutions into D0
(see Materials and Methods). The intention was to
create a series of donor templates, D1, D2 and D3
(Figure 1), each with unique pause sites at distinct
locations within the region of homology. A similar
approach was used to generate the structured
acceptors A1, A2 and A3 from the initial acceptor
A0 (Figure 1). In order to determine whether the
sequence modifications introduced were effective in
creating stable structures on the templates, we
performed primer extensions on the donor and
acceptor templates (Figure 2). Each of the new
donors displayed unique pause sites at the expected
locations, which we will refer to as P1, P2, and P3
(Figure 2). Acceptor templates were extended with
a primer that was shifted 17 nt into the region of
homology. Each acceptor had the same strong pause
sites (P1, P2, and, P3) as the corresponding donor
template. All four acceptors also shared the pause
site, PA, within the non-homologous region
(Figure 2). The pause sites, P1, P2, and P3, in the
donor and acceptor templates confirm the presence
and location of prominent secondary structure in
the templates. Further, these results demonstrate
that our approach of stabilizing structures in the
RNA templates, based on Mfold secondary struc-
ture predictions was successful in generating the
expected RT pause sites in the donor and acceptor
pairs.
Effect of pausing on transfer

To assess the effects of the presence and location
of pause sites on template switching, we performed
transfer assays with the various donor and acceptor
template pairs. Transfers were first analyzed using
each of the donors in combination with the less
structured acceptor, A0 (Figure 3). Full-length
donor extension products (FL) were 118 nt long.
When the primer switched from the donor to the
acceptor template full extension produced a 137 nt



Figure 3. Time-course of transfer reactions. The (5 0-32P) end-labeled MH21 primer was annealed to the various donor
templates and extension reactions were performed as shown, in the presence of twice as much initial acceptor (A0).
Products were sampled at increasing times (0, 1, 2, 4, 8, 16, 32 and 64 min), and separated on an 8% polyacrylamide gel.
Products seen during extension from the bottom are the primer, various pause sites in each template (P0A, POB, P1, P2,
P3), the full-length donor extension product (FL), and the transfer product (TP) which are labeled on the right of the
panel. A series of weak pause sites (20–40 nt and 45–55 nt) present in all the donors are labeled by vertical bars. Size
standards are labeled on the left. The transfer efficiency of each donor template with both A0 and the corresponding
mutant acceptor (Mut. A) after 30 min is given below the gel. Results represent the average of at least three experiments.
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transfer product (TP). Transfer efficiency (TE) was
calculated as TEZTP=ðTPCFLÞ!100, and was
determined with each donor template and A0
(Figure 3). The TE value of the donor templates
with additional pause sites (D1, D2, and D3)
was two to four times that of the less structured
D0 (Figure 3). D1 gave the highest TE value of
13(G2.6)%, while D0 yielded only 3.5(G1.4)%.

Pausing on the donor increased local RNase H
cleavage

Suo & Johnson have shown that pausing of
polymerization at template structures does not
alter the rate of RNase H activity68,69 but has the
effect of concentrating RNase H cleavages. Consist-
ent with this, RT pausing has been shown to
increase RNase H cleavages immediately 3 0 to
pause sites on the RNA.41,46,70 Such localized
cleavages can create an effective invasion site for
transfer. To examine the pause-associated RNase H
cleavages within the modified templates, we
followed degradation of the donor RNA template
during the course of the transfer reaction (Figure 4).
Donor RNAs were labeled at the 5 0 end.
D0 showed three regions of cleavages: a series of

closely spaced cleavages at the template 3 0 end
(100–120 nt region), corresponding to the region of
primer annealing, and located outside the region of
homology, a series of cuts towards the 3 0 region
of homology (58–98 nt region), and cuts towards the
template 5 0 end (15–40 nt). Analysis of the cleavage
products in correlation with the pause sites
indicated that cleavages in the 58–98 nt region are
very likely associated with the P0A pause site and
the weak pause sites between 45 nt and 55 nt. The
28 nt and 38 nt cuts very likely result from the P0B
pause site. Each of the modified donors also had
increased RNase H cleavages 3 0 of the introduced
pause site. This was inferred from the increased
intensity of bands at early time-points, before these
cleavages could be masked by cleavages associated
with progression of polymerization to the 5 0 end of
the templates. For the D1 donor, the P1 pause site



Figure 4. RNase H cleavage profile during extension. Donor RNAwith a (5 0-32P) end label was followed during primer
extension reactions performed as described for Figure 3. Reactions were sampled after (0, 1, 2, 4, 8, 16, and 32 min) from
left to right, and separated on a 10% polyacrylamide gel. The region covered by primerMH21 is labeledwith a bar beside
each panel. Cleavages that occur on all four templates are labeled to the right of the first panel (D0). Cleavages on each
template that correspond to the introduced pause site are labeled on the right of each panel. Grey bars represent regions
of cleavage on each template. A ten base-pair ladder is included in each (lane M).
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noticeably stalled synthesis, resulting in fewer
primers completing synthesis to the end of the
template (Figure 3). The rapid accumulation of
cleavage products between 89 nt and 99 nt, and the
small amount of terminal cleavage products
(Figure 4, D1) support this observation. In the case
of D2, an additional series of cuts were observed in
the 65–96 nt region when compared to D0, resulting
from P0A and the newly introduced pause site P2.
Finally, for D3, additional prominent cleavage
products were observed in the 50–98 nt region,
and are predicted to result from pause-associated
cleavage from P0A, P3, and the weak pause sites
between 45 nt and 55 nt. Along with these
additional cleavages both D2 and D3 had a series
of cleavages at the 3 0 (100–120 nt) and 5 0 (15–40 nt)
ends of the template similar to D0. Key observations
from the RNase H analysis were: (1) introduced
pause sites correlated with increased RNase H cuts
in each of the modified donors; (2) several weak
pause sites were effective at promoting efficient
RNase H cleavage of the templates.

Determination of invasion sites using blocking
oligonucleotides

We predicted that increased RNase H cleavage
corresponding to the newly introduced pause sites
on these templates would stimulate the acceptor
invasion step of strand transfer at such sites. We
previously developed a method in which short
oligonucleotides complementary to various regions
of the cDNA were used to interfere with acceptor–
cDNAinteractions, and thereby inhibit transfer.38,41,46

An inhibition of transfer by a blocking oligomer is
taken as an indication of cDNA–acceptor inter-
action at that site during transfer. A series of
oligonucleotides between 18 nt and 30 nt in length
were designed, representing specific sections of
donor–acceptor homology (Figure 5(a)). The
sequence of the DNA oligomers was the same as
the template. A control having the G oligomer
sequence in the reverse orientation was shown to
have no effect on any of the template pairs
(Figure 5(b)–(e)).

We first analyzed the effect of the blocking
oligomers on transfers to the unstructured acceptor,
A0 (Figure 5(b)). For D0, oligomers B and D, which
correspond to the region of extensive cleavage at the
donor 3 0 region (Figure 4; 58–98 nt region), inhibited
transfer by 51.4(G7)% and 37.3(G9.5)%, respect-
ively. This suggests that acceptor–cDNA inter-
actions that facilitate transfer are promoted in this
region. Interestingly, oligomer G, which covers the
region of homology at the 5 0 end, also inhibited
transfers by 47.3(G5)%. For donor D1, the P1 pause
site promoted RNase H cleavages in the region of
oligomer B. For this donor, although oligomer B as



Figure 5. Effect of blocking oligonucleotides on strand transfer. (a) The sequence of D0 is shown. The location of pause
sites introduced on the various donor templates is labeled. Blocking oligonucleotides are aligned opposite their
homologous region of the donor template. The box represents the plasmid-derived sequence. ((b)–(e)) Quantification of
transfer reactions performed with each donor and A0 (black bars), or the acceptor with the corresponding mutations
(gray bars), in the presence of blocking oligonucleotides. The transfer efficiency in the absence of blocking
oligonucleotides was set as 100%. The relative transfer efficiency with each blocking oligonucleotide is plotted. The
Ctrl oligomer has the same sequence as G in reverse orientation. Results represent the average of at least four
experiments.
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expected was most effective at inhibiting transfer,
the inhibition was only 29(G8.5)%. Oligomer G
caused a similar inhibition, decreasing transfers by
26(G11)%. For donor D2, which had increased
RNase H cleavage in the 65–96 nt region, we
anticipated oligomers B, C and D to be equally
effective. Here again, oligomer B was the most
effective and inhibited transfers by 53.5(G11)%,
while oligomer D caused a 32.8(G9)% inhibition.
Both oligomers G and H, corresponding to the
template 5 0 end also inhibited transfers by 31.5(G
9)%. Finally, in the case of D3, which had extensive
RNase H cleavages in the region covered by
oligomer D (57–79 nt), both oligomers B and D
were the most inhibitory to transfer (40–45%
inhibition). In summary, for each of the four donors,
oligomer B was found to be most inhibitory to
transfers. We considered this to indicate that the
77–98 nt region of the donor is a potential site of
acceptor–cDNA interaction, and is very likely
involved in transfer. This remained true even
after the introduction of pause sites that increased
RNase H cleavage producing a potential invasion
site elsewhere. These data implicate factors in
addition to donor cleavage as influencing acceptor
invasion.

Influence of acceptor structure on invasion

To address whether acceptor structure affects
transfer we generated acceptors with similar
sequence and structural features as the donor. For
the donors D2 and D3, changing the acceptor
template from A0 to the corresponding structured
acceptors A2 or A3, had minimal effect on TE
(Figure 3). However, for donor D1, the change from
A0 to A1 reduced the TE by half (Figure 3). A likely
interpretation for the reduced transfer is that the
stabilized structure in A1 interferes with invasion,
thereby impeding transfer.
We next analyzed the effect of the blocking

oligomers on transfers involving the structured
acceptor templates. For each of the three structured
donors, D1, D2, and D3, the overall profile of
transfer inhibition by the various blocking oligo-
mers remained the same with A0 and their
corresponding structured acceptor, with oligomer
B being the most effective (Figure 5(c)–(e); gray
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bars). This indicates for these templates that the
primary site available for invasion within the
donor–cDNA hybrid remained the same irrespec-
tive of the acceptor template. In the case of donor
D1, the blocking oligomers, in general, were more
effective at inhibiting transfers with acceptor A1 as
compared to A0 (Figure 5(b)). Likely, a stabilized
structure in this acceptor made invasion less
efficient, allowing the blocking oligomers to com-
pete more effectively with the acceptor and inhibit
transfer.

Determining structure of A0 and A1 by RNase T1

digestion

To address how acceptor structure might affect
the invasion site and transfer we performed
structure predictions using Mfold.67 Predictions
indicated that A0, A2, and A3 all had similar
structures in the putative invasion site (data not
shown), defined by donor cleavage (Figure 4), and
blocking oligomer B (Figure 5). Consistent with this,
A2 and A3 did not alter the transfer efficiency
significantly compared to A0 (Figure 3), nor alter
Figure 6. RNase T1 digestion and structural modeling of A0
incubated with RNase T1 and the reactions were sampled at i
and separated on a 10% polyacrylamide gel. The cleavage b
position within the template sequence. A 10 bp DNA ladder w
predicted by Mfold constrained by the RNase T1 digestion da
by RNase T1 are numbered, and the region corresponding to
the effect of the blocking oligomers (Figure 5(d) and
(e); gray versus black bars). In contrast, A1 caused
a significant decrease in TE. Therefore, we focused
on comparing the structure of the A0 and A1
templates.

When RNase T1 digestion was performed
(Figure 6(a)), and used to constrain Mfold the
predicted structures of A0 and A1 showed notice-
able differences, particularly in the predicted region
of invasion covered by oligomer B, the 96–117 nt
region of the acceptors (compare Figure 6(b) and
(c)). In the case of A0, this region is weakly
structured with only two G-C base-pairs, consistent
with its ability to utilize this region efficiently for
invasion. The same region in A1, on the other hand,
includes seven G-C base-pairs, creating a much
more stable structure that is less likely to be in an
open conformation able to interact efficiently with
the cDNA. This difference in structural stability of
the two acceptor templates can explain why A1
decreases the transfer efficiency of D1, compared to
A0.

If this interpretation were true, then use of
acceptor A1 in place of A0 should reduce the
and A1. (a) (5 0- 32P) end-labeled A0 or A1 templates were
ncreasing time (0, 0.5, 1, 2.5, and 5 min) from left to right,
ands are labeled on the left according to their respective
as included as a reference (lane M). (b) and (c) Structures
ta in (a) for A0 and A1, respectively. The residues cleaved
blocking oligomer B is marked by a line.



Figure 7. The transfer efficiency with A0 and A1 on all
four donors. Transfer reactions were performed for
30 min as described for Figure 3 using each donor with
either A0 or A1. The full-length donor extension product
(FL) and transfer product (TP) are labeled to the left. The
transfer efficiency of each donor–acceptor pair after
30 min is given below the gel. Results represent the
average of at least three experiments.
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transfer efficiency for the remaining three donors as
well, since the 57–98 nt region is predicted to be a
primary acceptor–cDNA interaction site for all four
of the donor templates. A1 was found to decrease
the transfer efficiency by approximately half for all
of the donors (Figure 7). These data suggest that
creation of an effective invasion site requires a
favorable combination of donor cleavages and
acceptor structure.
Analysis of the primer terminus transfer site

Previous analysis of transfers in a variety of
templates revealed that the primer terminus switch
occurred at a site removed from the predicted
invasion site.38,41,46 To determine the location of the
primer terminus transfer in transfer products
generated in the present system, we isolated the
transfer products, amplified by PCR and digested
using HindIII (Figure 8(a)) (see Materials and
Methods for details). Only the transfer products
that result from primer terminus switch after
copying template nucleotide number 48 from the
donor, will be cleavable by HindIII. Therefore,
the percentage cleaved by HindIII is indicative of
the percentage of transfers that result from primer
terminus switch after the marker nucleotide. AluI,
whose 4 nt recognition sequence is central to the
6 nt HindIII recognition sequence, was used as an
internal control to determine the amount of
cleavable product. Total cleavable product varied
between 92% and 98% (Figure 8).

We first analyzed transfer products generated by
each of the four different donor templates when
used with the less structured acceptor, A0
(Figure 8(b)). With donor D0, almost half the
terminus transfers were completed within the first
50 nt of homology (before the marker), while
slightly over 50% transferred within the last 30 nt
of homology. For D1 and D2, about 85% of terminus
transfers occurred before the marker, i.e. within the
first 50 nt of homology and in close proximity to the
invasion site. In the case of D3, about 60% of the
transfers occurred before the marker. Control
reactions to determine how much recombination
could occur during PCR amplification were per-
formed as follows. Equal amounts of donor and
acceptor extension products were extracted from a
gel and PCR-amplified using either two external
primers, which could only produce a full-length
product by recombination, or two internal primers
that could amplify both the donor and acceptor
templates (Figure 8(a)). The percentage of radioac-
tivity in each lane representing full-length product
was determined, and the ratio between the two
primer sets defined a maximum recombination rate
of less than 1% from the PCR amplification
(Figure 8(a)). These results indicate that amplifi-
cation errors could not alter the relative amounts of
each restriction site significantly.

Effect of NC on transfers

Nucleocapsid protein NC, which increases
RNase H activity and promotes strand annealing,
has been demonstrated to increase strand
transfer.38,46,60,61,66,71,72 Transfer reactions were
performed with increasing amounts of NC, and
a 50% NC coating was found to be optimal (data
not shown). NC increased the overall transfer
efficiency for each template pair to about five
times, although the relative transfer efficiencies
between the various templates was unchanged
(compare Figure 8(b) and (c)).
Analysis of transfer distribution showed that NC

had only a modest effect on the distribution of
transfers (Figure 8(c)). For D0 and D3, transfers
before the marker increased from 46(G8)% to
62(G4)% and from 58(G4)% to 68(G)5%, respect-
ively (compare Figure 8(b) with (c)). The strand
exchange properties of NC very likely enhanced
propagation of the invasion hybrid toward the
primer terminus, decreasing the distance between
the transfer steps. For donors D1 and D2, where
transfers predominantly occurred before the
marker, NC did not cause any significant change
in the distribution of primer terminus transfer.

Structured acceptor templates can shift transfer
distribution

To further address the role of acceptor structure
on transfer, we compared the distribution of
transfer products formed with the less-structured
acceptor A0, or the structured acceptors. With
donor D1, acceptor A1, which caused a significant
drop in the transfer efficiency, also altered the
distribution of transfers, increasing the percentage
of transfers after the marker from 16(G4.5)% to
30(G6)% (compare Figure 8(b) and (d)). In the case
of D3, changing acceptor from A0 to A3 did not
alter transfer efficiency; however, transfers after the
marker increased from 42(G4)% to 59(G7)%. In
contrast, A2 had no effect on the transfer properties
of D2, with the transfer efficiency, region of



Figure 8. Transfer efficiency and distribution of primer terminus transfer. (a) Transfer products were extracted from
the gel and PCR amplified using the external primer set MH31 and 5 0 end-labeledMH21. PCR products were undigested
(U), or digested with HindIII (H), which can only cleave products that transferred after the marker, or digested with AluI
(A), which cleaves all transfer products, and separated on a 10% polyacrylamide gel. Full-length PCR product (FL) and
the bands from either HindIII (H) or AluI (A) are labeled on the right. Control reactions using equal amounts of donor
and acceptor extension products are shown in the bottom panel. Reactions were performed using either the external
primer set (Ext) shown in black, which produced a recombinant full length product (FLE), or the internal primer set (Int)
MH23 and MH65 shown in gray, which produced a full length product (FLI). AluI and HindIII digestion products and
the unused primer are also labeled to the left of the panel. A 10 bp ladder (M) was included and bands are labeled to the
right of the panel. (b) Transfer reactions with all four donor constructs in the presence of the initial acceptor (A0) were
performed. Transfer efficiency after 30 min is depicted as the total of transfers before the marker (hatched bar) and
transfers after the marker (black bar). The total transfer efficiency is given above each bar, and the percentage of total
transfers that occur before the marker is shown to the right of each bar. Results represent the average of at least three
experiments. (c) Reactions were performed as described for (b) in the presence of 50%NC coating (100%Z1 NC per 7 nt).
NC was incubated with the template for 5 min prior to the addition of RT. (d) Reactions were performed as described for
(b), except the acceptor template with the corresponding mutations was used with each donor.
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invasion, and the distribution of transfers all
remaining unchanged from that observed with A0
(compare Figure 8(b) and (d)). These results support
the conclusion that acceptor structure can influence
the mechanism and ultimate position of transfers.

Acceptor cleavage confirms the same invasion
site for A0 and A1

In order to confirm the putative invasion site
defined by the blocking oligomer and RNase H
digestion data, we followed degradation of the
acceptor template during a transfer reaction. These
experiments were performed in the presence of 50%
NC coating with a 5 0 end-labeled acceptor template.
Interactions between the cDNA and acceptor would
produce a hybrid allowing for RT RNase H cleavage
of the acceptor template in these regions. Inter-
actions leading to cleavages early in a time-course
would likely correspond to the initial invasion
site.73 Consistent with this, RT was able to cleave
both A0 and A1 between 100 nt and 120 nt at the
putative invasion site within one minute (Figure 9).
After two and four minutes there were also
substantial amounts of cleavage at the end of the
homology between the donor and acceptor
(50–65 nt) and the end of the full-length transfer
products (0–20 nt), respectively. It is also significant



Figure 9. Acceptor cleavage during a transfer reaction.
Acceptor RNA with a (5 0-32P) end label was followed
during transfer reactions performed at a 1:1 ratio of
donor/acceptor, with 64 nM RT, and 50% NC coating
(100%Z1 NC/7 nt). Reactions were stopped at 0.5, 1, 2, 4,
8, 16, and 32 min, and separated on a 10% polyacrylamide
gel. A 10 bp ladder (M) was run on each panel and is
labeled to the left. A representation of the acceptor
template, with a hatched bar representing the unique
region, is shown on the right along with regions of
cleavage. A diagram of the expected intermediate leading
to cleavage in each region is shown.
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that 14% of the total counts in the lane at 2 min were
located within the putative invasion region (100–
120 nt; Figure 9) with A0 but only 8% with A1. A
similar cleavage pattern was seen when D1 was
used with A0 and A1 (data not shown), suggesting
that both donor templates use the same major
invasion site with both acceptors. We interpret this
to mean that A1 is less efficient at invasion in this
region, resulting in the formation of less cleavable
hybrid.
Discussion

We previously proposed that the transfer process
involves the sequential steps of donor cleavage,
acceptor invasion, hybrid propagation, and primer
terminus switch.50 Analysis of strand transfer
in vitro using a variety of template systems,
including HIV-1 minus strong stop transfer, showed
that invasion and primer terminus transfer are
distinct and spatially separated.38,41,50 In this work,
we designed RNA templates to specifically address
the role of RT pausing and template structure on the
acceptor invasion and primer terminus transfer
steps of the transfer process.
Our original thoughts in designing this system

were that introduction of a stable structure in the
donor template would produce a pause site with
associated RNase H cleavage that would then lead
to acceptor invasion and increased transfer.
Strengthening secondary structures produced the
expected pause sites and associated RNase H
cleavage on the donor template. Also as expected,
increased pausing on the donor template increased
the transfer efficiency (Figures 3 and 8(b)). How-
ever, the effectiveness of pause sites at increasing
transfer varied with different templates. With
acceptor A0, transfer efficiency with donor D1 was
four times that of D0, while the transfer efficiencies
of D2 and D3 were only twice that of D0. We also
observed that donor cleavages associated with the
newly introduced pause sites did not always
produce the expected increase in invasion when
assessed by blocking oligomers. Extensive RNase H
cleavage in a specific region of the donor template
coupled with effective inhibition of transfer by a
blocking oligomer corresponding to that region
would be indicative of an effective acceptor
invasion site. Interestingly, in each of the four
donor templates, weak pause sites were sufficient
to direct RNase H cleavages to create an effective
invasion site (75–98 nt region; Figure 4). Blocking
oligomer B effectively inhibited transfers in all cases
except D1–A0, by 50% (Figure 5). Clearly, the mere
presence of a pause site and concomitant RNase H
cleavage of the donor were not the complete
determinants of transfer efficiency. The combined
data from donor cleavage profiles and blocking
oligomer analysis support the arguments that (1)
weak pause sites can promote sufficient RNase H
cuts to create an effective invasion site, and (2) not
all pause sites, irrespective of intensity, promote
invasion and transfer.
Characteristics of transfers with the various

donor and acceptor templates used here suggest
that factors in addition to RT pausing and pause-
associated donor cleavage are involved in facili-
tating transfer. Work from several groups has
suggested that acceptor structure can influence the
transfer reaction.49,50,74–76 Our data support the
conclusion that the acceptor invasion step of
the transfer process requires a favorable combi-
nation of donor cleavage and acceptor structure.
This was best observed with the D1 and D0
associated transfers. For the D0–A0 template pair,
blocking oligomers in combination with donor
cleavage analysis identified a primary region of
acceptor invasion at the donor 3 0 end (77–98 nt
region). When D1, which had increased pause-
associated cleavage within this region, was used as
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the donor, transfer efficiency increased to four times
that of D0. The cleavages on D1 very likely allowed
for efficient acceptor invasion by A0 as compared to
the cleavages on D0. Changing the acceptor from
A0 to A1 decreased transfer efficiency for both D0
and D1 by half. Structural analysis using RNase T1

digestion and Mfold analysis predicted the 3 0

terminal 38 nt of the acceptor RNA A0 to have
weak secondary structure, while A1 had a much
more stable secondary structure in this region
(Figure 6(b) and (c)). We interpret this to mean
that the stabilized structure in the 3 0 region of A1
made invasion less efficient at the donor cleavage
site on D1 and D0, resulting in lower efficiency of
transfers with A1 as compared to A0. Consistent
with this interpretation, acceptor cleavage showed a
higher proportion of cleavages in this region for A0
than A1 (Figure 9). Additionally, transfers pro-
moted by D2 and D3, which also involved the same
primary invasion site, were less efficient with A1
compared to A0 (Figure 7). In conclusion, although
RNase H cleavages (associated with strong or weak
pause sites) in each of the four donor templates
created potential invasion sites, the structure of the
acceptor very likely dictated whether the exposed
region was utilized for invasion and transfer.
The data thus suggest that donor cleavages in
combination with the acceptor structure promote
acceptor–cDNA interaction and transfer.

Our expectation, based on a previous study of
pause-induced transfers, was that the primer
terminus switch would occur at a distance from
the pause site. Contrary to this expectation, while
both D1 and D2 promoted more transfers than D0,
the large majority occurred before the marker
(84–86%; Figure 8(b)), in close proximity to the
pause site. Using the corresponding mutant accep-
tor A2 with sequence identical with that of the
mutant donor D2, which had the least homology
with A0, did not alter transfer efficiency or
distribution, suggesting a partial lack of local
homology between the initial template pair was
not the cause of the short distance transfers.
Characteristics of the transfer were clearly different
in these templates as compared to pause-induced
two-step transfers previously analyzed in stable
hairpin templates.44,46,50,51 It is possible that
transfers in D1 and D2 occurred by a primer
terminus switch mechanism not involving an
acceptor invasion process. Here pause-associated
donor cleavage would free the primer terminus,
enabling it to anneal to the acceptor. Alternately,
transfer still occurred by the two-stepmechanism in
D1 and D2, but with the acceptor invasion and
primer terminus transfer steps occurring within a
relatively short distance of each other before the
marker. Since both templates still used the 3 0 region
of weak pausing for invasion (77–98 nt region;
Figure 5) a likely effect of the newly introduced
pause sites in D1 and D2may have been a stalling of
synthesis, thereby allowing invasion to catch up
with the primer terminus completing transfers at
these pause sites before the marker. This mecha-
nism is consistent with the idea that pausing after
the invasion site allows the expanding hybrid to
catch the extending primer terminus.40,50,77 For D1
and D3, changing the acceptor from A0 to A1 or A3,
respectively, had a modest effect on transfer
distribution, indicating that acceptor structure can
also influence the primer terminus transfer step.
Derebail & DeStefano also showed that increasing
acceptor structure can shift transfers towards the 5 0

end of the template, presumably by decreasing the
rate of hybrid propagation.40 While we have gained
an understanding of some of the factors that
promote acceptor invasion, the precise factors and
mechanism that promote the terminus transfer step
remains poorly understood. Hybrid propagation
and terminus transfer steps are topics of a current
investigation in our laboratory.

Combining donor cleavage, blocking oligomer
inhibition, acceptor cleavage, and transfer distri-
bution reveals characteristics of transfers on the
various donor–acceptor templates. In the case of D1,
the P1 pause site increased donor cleavage in the
favored region of acceptor invasion, accounting for
the increased transfer efficiency with D1–A0. Also,
the majority of transfers on D1–A0 were completed
before the marker. One discrepancy, however, is
that although 84% of transfers occurred before the
marker, oligomer B caused only a 30% inhibition of
transfer. Since acceptor cleavage suggests that this is
the major region of invasion for this template pair
(data not shown), it is possible that DNA oligomers
are less effective at competing with the RNA
acceptor at sites where invasion is very efficient.
The less efficient transfers with the structured A1
were more sensitive to oligomer B (50% with A1
versus 30% with A0).

Also oligomer G could be inhibiting either
acceptor–cDNA interactions that initiate in the 5 0

region on the template, or the primer terminus
switch for acceptors that invaded earlier on the
cDNA. The slight increase in efficiency of oligomers
G and Hwith A1 versus A0 on D1 is likely related to
both the small increase in transfers after the marker
and other uncharacterized effects.

With donor D2–A0, there is an increase in transfer
efficiency to 7% (from 3.5% for D0), with 86% of
transfers occurring before the marker. D2 shows
extensive cleavages in the 60–100 nt region
(Figure 4). This opens up a wide area of the cDNA
for acceptor invasion and transfer. Increased
effectiveness of oligomer B versus oligomer D in
inhibiting transfer is not surprising, as the most
concentrated region of cleavage overlaps predomi-
nantly with oligomer B, in a region of the acceptor
that is predicted to be weakly structured. In the case
of donor D3, increased cleavage is seen in the 50–
70 nt region (Figure 4), immediately adjacent to the
marker, with blocking oligomers D and B inhibiting
transfers equally (40–45%). However, with acceptor
A3, oligomer D showed the most inhibition (55%;
Figure 5(e)). Mfold predictions indicated A3 to be
less structured in the region corresponding to
oligomer D. This again suggests a role for acceptor
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structure in determining the utilization of invasion
sites.

NC increases donor cleavage41,46,66,72 and
improves the interaction between cDNA and
acceptor templates.39,48,63–65 Such effects of NC
could contribute to the increased TE value observed
with all of the templates. In the case of D0 and D3,
NC also caused an increase in transfers completed
before the marker. A similar effect of NC has also
been observed for transfers with other template
systems.38 This shift in transfers could result from
one of two mechanisms. NC-induced donor clea-
vage and invasion promoted more efficient
terminus transfers at the invasion site. Alternately,
NC promoted efficient hybrid propagation,61

thereby reducing the separation of the invasion
and terminus transfer in two-step transfers.

Accumulating evidence from mechanistic studies
shows that the transfer mechanism involves
additional factors beyond the currently understood
concept that pausing produces RNase H cleavages
that promote template switching. Our conclusions
from this study support the involvement of
template structure and show that: (1) all prominent
pause sites did not necessarily create an effective
invasion site; (2) the most effective invasion site in
our system was generated from template cleavages
associated with weak pauses even in the presence of
nearby strong pauses; (3) acceptor invasion and
transfer appeared to require both a region of donor
cleavages, and a favorable acceptor structure for
strand interaction in this region; (4) transfer
distributions indicated that the acceptor structure
also influences the primer terminus transfer step.
Materials and Methods

Reagents

Recombinant heterodimer HIV-1 reverse transcriptase
was purified as described.46,78 Chemically synthesized
nucleocapsid protein (1–72) NCp7 was generously
provided by Dr Bernard P. Roques.79 NC was stored at
K80 8C in a buffer of 50 mM Tris–HCl (pH 7.5), 5 mM
dithiothreitol. DH5a competent cells and Taq polymerase
were from Invitrogen (San Diego, CA). Radiolabeled
compounds were from Perkin–Elmer Life Sciences
(Boston, MA), and Micro Bio-Spin columns were from
Bio-Rad (Hercules, CA). Integrated DNA Technologies,
Inc. (Coralville, IA) synthesized all DNA primers. The
pBluescript II KS (C) plasmid was obtained from
Stratagene (La Jolla, CA). All other enzymes were
purchased from Roche Molecular Biochemicals (Indiana-
polis, IN).

Generation of donor and acceptor templates

D0 was made by annealing primers Don1 and Don2
and extending with Taq polymerase (Don1, 5 0-CAGAC
TGGGCCCTCACTACACATCGCAGTACAAGTCTAAG
CTTACATCAGATCGATGACTCAAGAATGTTTACC;
Don2, 5 0-TCTAGGATCCGACGCATGTGACTG-ATATC
CGGTTCTATAACGGTATGATGGTAAACATTCTTGA
GTCATCG: underlined regions correspond to comple-
mentary sequences). A0 was made the same way using
primers Acc1 and Acc2 (Acc1, 5 0-CAGACTGGGCCCCG
ATCCTACGAGT-ATACGTCTCACTACACATCGCAGT
ACAAGTCTAAGCTAACATCAGAT; Acc2, 5 0-TCTAGG
ATCCGGTTCTATAACGGTATGATGGTAAACATTCTT
GAGTCATCG-ATCTGATGTTAGCTTAGACT; under-
lined regions correspond to complementary sequences).
Donor products were PCR amplified using the primers
MH27, 5 0-AGTCAGGAGCTCCTCACTACACATCGCA
GTACAAGTC; and MH28, 5 0- CTGTC-AGGATCCGAC
GCATGTGACTGATATCCGGTTC; while acceptor
products were PCR amplified using the primers MH29,
5 0-AGTCAGGAGCTCCGATCCTACGAG-TATACGTCT
CAC; and MH30, 5 0-CTGTCAGGATCCCGGTTCTATA
ACGGTATG-ATGG; and both were cloned into the SacI
and BamHI sites of pBluescript II KS (C), creating D0 and
A0 plasmids. The various mutations to create D1, D2, D3,
A1, A2, and A3 templates were introduced into these
plasmids using an overlap PCR approach as described.80

The internal overlap primers with the mutations were as
follows: for D1, and A1 (MH51 (C), 5 0-CAAGAATGTT
TGCCCTC-ATACCG; MH54 (K), 5 0-CGGTATGAGGGC
AAACATTCTTG); for D2 (MH52 (C), 5 0-GCTTACCCG
AGATCCGGGACTCAAG; MH55 (K), 5 0-CTTGAGTC
CCGGATCT-CGGGTAAGC); for A2 (MH52A (C), 5 0-G
CTAACCCGAGATCCGGGACTCAAG; MH55A (K), 50-
CTTGAGTCCCGGATCTCGGGTTAGC); for D3 (MH53
(C), 5 0-GGAGCTCCTGACTTGACATCGC; MH56 (K),
5 0-GCGATGTCAAGTCAGGAGC-TCC); and for A3
(MH53A (C), 5 0-GTATACGTCTGACTTGACATCGC;
MH56A (K), 5 0-GCGATGTCAAGTCAGACGTATAC).
Introduced mutations are underlined. These overlap
primers were used with the outer primers (MH49, 5 0-
CTGCAAGGCGATTAA-GTTGG and MH50, 5 0-GATATC
GAATTCCTGCAGCC, or MH47, 5 0-GGTTTTCCCA-GT
CACGACG and MH48, 5 0-GGAACAAAAGCTGGGTA
CCG) to generate PCR fragments which were digested
with SacI and BamHI, and cloned back into pBluescript II
KS (C). Constructs were transformed into Escherichia coli
DH5a cells and sequenced.
RNA templates were generated in vitro by run-off

transcription from BamHI-linearized plasmids using T7
RNA polymerase, as described in the manufacturer’s
protocol (Roche Molecular Biochemicals). RNA sub-
strates were gel-purified.
Labeling and annealing of substrates

DNA primers or RNA templates (RNA templates first
treated with calf intestine phosphatase) were labeled at
the 5 0 end using polynucleotide kinase and [g-32P]ATP
(6000 Ci/mmol). Unincorporated nucleotides were sepa-
rated using P-30 Micro Bio-Spin columns (Bio-Rad).
Donor RNA (either labeled or unlabeled), acceptor
RNA, and primer (either labeled or unlabeled) at a ratio
of 1:2:1.5 were brought to a volume of 10 ml in 50 mM
Tris–HCl (pH 8.0), 80 mM KCl, 1 mM dithiothreitol, and
1 mM EDTA, heated for 5 min at 95 8C, and slow-cooled
to room temperature. All the donors were primed with
the same primer MH21 (5 0-GACGCATGTGACTGAT
ATCC) and acceptor extension assays were performed
using MH65 (5 0-ATCCGGTTCTATAACGGTATG) as the
primer.
Reverse transcriptase assays

Reactions were carried out in a final volume of
12.5 ml. For extension reactions 32 nM of HIV-1 reverse
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transcriptase were incubated for 5 min at room tempera-
ture with 4 nM annealed template-primer termini (see
above) in 50 mM Tris–HCl (pH 8), 80 mM KCl, 1 mM
dithiothreitol, and 1 mM EDTA. Reactions were started
by adding dNTPs and MgCl2 to a final concentration of
50 mM and 6 mM, respectively. Acceptor RNA (8nM) was
included for strand transfer assays. Transfer assays were
performed with 5 0 end-labeled primer, while RNase H
assays were performed with 5 0end-labeled donor RNA.
Reactions were incubated at 37 8C and stopped at the
appropriate time by adding 1 volume of 2! termination
buffer (90% (v/v) formamide, 10 mM EDTA (pH 8), and
0.1% (w/v) each of bromophenol blue and xylene cyanol).
For reactions with blocking oligonucleotides, 15 nM of
oligonucleotide was added at the same time as the dNTPs
and MgCl2. Blocking oligonucleotides used were B
(5 0-ACCATCATACCGTTATAGAACC), C (5 0-GACTCA
AGAATGTTTACCATC), D (5 0-TCGATGACTCAAGAA
TGTTTACC), E (5 0-AGTCTAAGCTTACATCAGATCG),
F (5 0- ACATCGCAGTACAAGTCTAAGCT), G (5 0-CT
CACTACACATCGCAGTA-CAAGTCTAAG), H (5 0-CTC
ACACACATCGCAGT), Ctrl (5 0-GAATCTGAACATGA-
CGCTACACATCACTC), underlined sequences were
changed as needed to maintain 100% complementarity
with the various cDNAs produced. Reaction products
were resolved on a urea/8% (w/v) polyacrylamide gel,
and visualized using a PhosphorImager and Image-
Quant software (Amersham Biosciences). Transfer
efficiency (TE) was determined using the formula
TEZ ðTP=ðFLCTPÞÞ, where FL is full length extension of
the donor, and TP is full length extension of transfer
products on the acceptor.
Acceptor cleavage

Reactions conditions were similar to those in transfer
reactions described above with slight modification. NC
was added to template-primer-acceptor at a 50% coating
level (100%Z1 NC/7 nt) and incubated for 5 min at 37 8C.
Then 64 nM HIV-1 RTwas pre-bound to the substrate for
2 min at 37 8C before dNTPs and MgCl2 were added to
initiate the reaction. Final conditions were 4 nM annealed
template-primer termini (see above), 4 nM 5 0 end-labeled
acceptor, 50 mM Tris–HCl (pH 8), 80 mM KCl, 1 mM
dithiothreitol, 1 mM EDTA, 17 mM dNTPs and 6 mM
MgCl2. Reactions were stopped at various times by
adding an equal volume of 2! termination buffer (see
above). Samples were then separated on a urea/10%
polyacrylamide gel, and visualized using a Phosphor-
Imager and ImageQuant software.
Analysis of transfer products

To determine the transfer distribution, transfer
products were isolated from an 8% polyacrylamide gel
and amplified using a protocol modified from Jo et al.81

Excised gel fragments were soaked in 300 ml of distilled
water for 10 min. The tubes were then boiled for 15 min,
and sedimented at 10,000g for 2 min. Extracted DNAwas
ethanol-precipitated. The recovered DNA pellet was
washed with cold 85% ethanol and dissolved in 12 ml of
distilled water.
Four microliters of the extracted DNA was used in a

40 ml PCR. Final reaction components were 20 mM Tris–
HCl (pH 8.4), 50 mMKCl, 1.5 mMMgCl2, 0.4 mM dNTPs,
2 mM each primer MH31 (5 0-CCGATCCTACGAGTA
TACG), and 5 0 end-labeled MH21 (see above), and two
units of Taq polymerase (Invitrogen). Reactions were
heated at 95 8C for 2 min, and PCR amplification was
performed for 25 cycles at 95 8C for 2 min, 60 8C for 1 min,
72 8C for 1 min followed by extension for 10 min at 72 8C.
The PCR products were then digested with either AluI or
HindIII for 1 h at 37 8C. The digested products were
separated on a urea/10% polyacrylamide gel, and
visualized as described above. External primers used
for the PCR control reactions were MH31 and MH21, the
internal primers were MH23 (5 0-CTCACTACACATCG
CAGTAC) and MH65 (5 0-ATCCGGTTCTATAACGGT
ATG). PCR products were handled as described above,
and the ratio ((% FL external primers/% FL internal
primers)!100) defined the maximum recombination rate
for PCR amplification.
RNase T1 digestion

The 20 nM 5 0end-labeled acceptor template was heated
to 95 8C and cooled to room temperature in 50 mM Tris–
HCl (pH 8), 80 mM KCl, 1 mM dithiothreitol, 1.65 mM
yeast tRNA, and 1 mM EDTA. Reactions were started by
adding MgCl2 to 6 mM and 0.2 unit of RNase T1. They
were stopped at the appropriate time by adding one
volume of stop mix (30 mM EDTA (pH 8), 0.6 M sodium
acetate) and placing on ice. Products were ethanol-
precipitated, separated on a urea/10% polyacrylamide
gel, and visualized as described above.
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