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Abstract

For modern metals industries using thermomechanical processing, off-line modelling and on-line control based on
physical knowledge are highly desirable in order to improve the quality of existing materials, the time and cost
efficiency, and to develop new materials. Neural network and neuro-fuzzy models are the most popular tools, but they
do not embed physical knowledge. On the other hand, current physically-based models are too complex for industrial
application and are less efficient than neural networks. A combination of neuro-fuzzy and physically-based models has
therefore been developed, which is termed a “hybrid model”. The hybrid model has been applied to predict flow stress
and microstructural evolution during thermomechanical processing. Comparison with experimental data shows generally
good agreement for Al–1% Mg alloy deformed under thermomechanical processing conditions. The hybrid model was
then embedded into a finite element model and the simulated results show a very similar distribution to those calculated
using empirical models.
 2003 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Modelling is now an integral part of the stra-
tegies for developing more efficient materials pro-
cessing practice, for achieving tighter specifi-
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cations, for improving mechanical properties,
particularly on small batches, and for providing
customers with the high quality products they
require. There is a wide range of modelling tech-
niques employed and these are under continual
development (e.g. Refs.[1,2]). The techniques
range from detailed off-line models to simple
algorithms for on-line control of thermomechanical
processing. For off-line modelling, physically-



5052 Q. Zhu et al. / Acta Materialia 51 (2003) 5051–5062

based models (or so-called white-box models) have
the most significant potential in the future in terms
of providing the best understanding of the physical
processes, while for on-line control, neural net-
work models (or so-called black-box models) are
the most computationally efficient tools.

Most physically-based models for plastic defor-
mation behaviour utilise the internal state variables
such as the internal dislocation density, the spacing
between dislocation subboundaries and the mis-
orientation across the subboundaries [3–10]. The
internal state variables are the main factors which
control flow stress and dynamic or subsequent
static recrystallisation behaviour. The evolution of
the internal state variables during plastic defor-
mation is in turn dominated by the type of material
being worked, the composition of the material and
the deformation conditions, such as temperature,
strain rate and time. Previous results [8–10] show
that for modelling microstructural evolution under
changing deformation conditions in plane strain
compression (PSC) testing (e.g. under conditions
of transient strain rate), which is close to industrial
thermomechanical processing conditions, the kin-
etic laws for internal state variables must be in dif-
ferential form and the geometrically necessary dis-
locations must be taken into account. By using the
above mentioned concepts, the evolution of
internal state variables and subsequent recrystallis-
ation behaviour can be described quantitatively
[9,10].

Neural network or neuro-fuzzy models work
efficiently and can be used for on-line control. The
main limitation of these models is that they work
in an opaque manner (black-box). In order to trans-
form the black-box from “opaque” to “ trans-
lucent” , physical knowledge about the process
being modelled should be incorporated into the
black-box. The combination of physically-based
and black-box models, which is termed a “hybrid
model” and used in the present paper, is an attract-
ive way to develop translucent models for better
modelling of thermomechanical processing.
Hybrid modelling techniques therefore provide
good modelling tools that combine different mod-
elling approaches in a single dynamic model [11].
While the physically-based models ensure that the
results are physically sensible, the black-box mod-

els can be utilised to increase the accuracy of fitting
the experimental results. Initial modelling results
show that the hybrid model is a successful tool for
modelling flow stress and evolution of microstruc-
tures during thermomechanical processing [12–14].

The finite element modelling (FEM) technique
has become popular in recent years for simulating
metal forming processes. For FEM, the relation-
ships between inputs and outputs are needed [15].
In traditional FEM of thermomechanical pro-
cessing of metals, these relationships are based on
empirical equations, which are derived from
experimental results. Such relationships for flow
stress, recrystallisation kinetics and recrystallised
grain size in terms of the applied strain, strain rate
and temperature in deformation passes and the
time–temperature history between passes have
been widely applied to model the microstructural
evolution of steels during industrial hot rolling
[16]. These empirical microstructural equations
are, however, less successful for aluminium alloys
and for steels when the local changing conditions
of strain rate and temperature and strain path are
considered [17]. These empirical equations also
have limitations, as they are difficult to extrapolate
to other materials or processing conditions. There-
fore, it is highly desirable to have more powerful
and physically-based tools to relate the input para-
meters and output properties such as microstruc-
tures and materials properties. The hybrid model-
ling technique mentioned above is potentially such
a tool and is embedded within a finite element
code. The FEM results calculated using empirical
equations and the developed hybrid models are
compared with each other in the present paper.

2. Basics of hybrid models

2.1. Physically-based models

The physically-based models used in the present
paper have been described in detail elsewhere [7–
10]. The physically-based equations are summar-
ised below.

The internal dislocation density ri consists of
two parts, i.e. the so-called “ random” dislocation
density rr and the “geometrically necessary” dislo-
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cation density rg, i.e. ri = rr + rg. The values of
rr and rg can be obtained using the following equa-
tions [8,9], respectively

rr � �e
0

dr+
r � dr�

r � �e
0
�C1�C2

sf

Z
rr�de (1)

rg �
1
b�1

R̄
�
q
d� (2)

where C1 and C2 are material constants, b is the
Burgers vector, 1 / R̄ is the local lattice curvature
within a grain and sf is the friction stress arising
from the interaction of dislocation glide and solute
atoms, which depends on the Zener Hollomon
parameter Z = ėexp(Q /RT), where ė is strain rate,
Q is the activation energy for deformation, T is the
absolute temperature and R is the gas constant.

The evolution of spacing between subboundar-
ies, i.e. subgrain size d and misorientation angle
across the subboundaries q can be written as,

d � �e
0

d
eddss

(dss�d)de (3)

q � �e
0

1
eq

(qss�q)de (4)

where ed and eq are characteristic strains relating to
deformation conditions, and the subscript ss means
steady state.

Flow stress s can be written by

s � sri
� sd � sf � sd � sp (5)

sri
� a1MGbr1/2

i (6)

sd � a2MGb /d (7)

where a1 and a2 are materials constants, sd and sp

are the stresses arising from the grain boundaries
and second phase particles, which can be assumed
to be negligible for the experimental alloys which
have single phase and grain size significantly larger
than subgrain size, M is the Taylor factor and G
is the shear modulus.

Nucleation of recrystallisation at grain boundary
surfaces is the dominant term for a large regime
of deformation. This strain regime covers most
thermomechanical processing conditions and the
following simplified equation of nucleation density
NV [9] is used

NV � p3l3

SV

d2 (8)

where p3 is the probability of finding subgrains
with a size larger than a critical value that can pro-
vide the nuclei for recrystallisation, l3 is a geo-
metric parameter and SV is the grain boundary sur-
face area per unit volume, which increases with
strain.

For site-saturation, recrystallisation kinetics is
determined by both nucleation density and the
mean growth rate Ḡ of the nuclei for recrystallis-
ation fractions between 0 and 0.5, by [9]

t50 � C3Ḡ�1N�1/3
V (9)

Ḡ � MgbPD (10)

where C3 is a geometrical constant, Mgb is the grain
boundary mobility and PD is the total stored energy
per unit volume, which can be calculated by [9]

PD �
Gb2

10 �ri(1�ln(10br1/2
i

)) �
2q
bd�1 � ln�qc

q���
(11)

where qc is the critical angle for distinguishing
between a grain boundary and a subgrain bound-
ary, and is assumed to be 15° in this paper.

For site-saturated nucleation, grain size is simply
calculated from nucleation density by [9]

drex � AN�1/3
V (12)

where A is a geometric parameter (A = 2.347 for
a grain structure of uniform tetrakaidecahedra).

2.2. Basics of black-box models

Neuro-fuzzy models provide a good tool for
modelling the material properties as they provide
capabilities of interpolation and combination with
different models for various alloys within a single
model that can describe the material behaviour
under different deformation conditions [12–14].
One particular neuro-fuzzy model structure, which
is used in this research, is the Takagi–Sugeno–
Kang auto regressive model (TSK-ARM) [18]. The
model is based on linguistic antecedents and para-
metric consequent rules and trained using recursive
techniques. The syntax of the fuzzy rules has fuzzy
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sets in the antecedent part and a regression model
as the consequence in the following form

If x1 is B1 and … and xn is Bn then y � c0 (13)

� c1x1 � % � cnxn

where x = (x1,…,xn)T and y are the input and output
linguistic variables, while Bi and ci are the linguis-
tic values characterised using membership func-
tions. The form of the rule representation gives
more information and thus the number of rules
required is much less than for traditional relational
fuzzy models [19]. In the model, a complex high
dimensional problem with non-linear modelling is
decomposed into a set of simple linear models that
are valid within certain operating regions defined
by fuzzy boundaries. The fuzzy interface is then
used to interpolate the outputs of the local models
in a smooth fashion to obtain a global model. As
a result, the approach provides a better modelling
accuracy than equivalent relational fuzzy models.

A single input–single output system can be mod-
elled by the method described in Ref. [18]. It is
reasonable to assume that the input space can be
spanned by fuzzy partitions and that the system can
be represented by fuzzy implications, i.e. by one
rule in each fuzzy sub-space, and thus the model
can be rewritten as

Li: if y(t) is B� then

�ym(t � 1) � ���(t) (14)

�(t) � [��y(t), ��y(t�1) ,…,��y(t�na (15)

� 1), �u(t), �u(t�1) ,…, �u(t�nb � 1)]T

and �� represents a vector of the bi-weighted para-
meters of �, such that:

�� � [a�1, a�2% a�na
, b�1, b�2% b�nb

] (16)

a�i � �p

j � 1

bjaj
i i � 1,…,na (17)

b�k � �p

j � 1

bjbj
k k � 1,…, nb (18)

bi �
Bi[y(t)]

�p

i=1

Bi[y(t)]
(19)

where a�i and b�k are the polynomials of the TSK
equation, �ym(t + 1) in Eq. (14) is the one-step-
ahead model prediction at t, �y(t) and �u(t) in Eq.
(15) are the process inputs and outputs at time t.

3. Methodology of the hybrid model

The hybrid modelling is carried out by combin-
ing the developed physically-based models and the
neuro-fuzzy TSK-ARM models, as shown in Fig.
1. In the hybrid modelling, the inputs are the defor-
mation conditions such as strain rate ė, temperature
T and strain e for a given material. Fig. 2 shows
a schematic diagram of the modules used in the
modelling of thermomechanical processing. The
friction stress is at present difficult to calculate
theoretically and hence is calculated using the
neuro-fuzzy model which is trained on the experi-
mental results [8]. The internal state variables such
as internal dislocation density (ri), spacing
between subboundaries (d) and misorientation
across the subboundaries (q) are calculated by both
physically-based models and neuro-fuzzy models
using the principle of hybrid modelling. The
internal state variables calculated by both compo-
nent models are then combined to provide a new
set of data. These variables are then used as inputs
for further calculation of stress components sri

, sd,
PD, NV and Ḡ using physically-based models. The
flow stress s, the time of 50% recrystallisation t50

and recrystallised grain size drex are then finally
calculated. During the calculation of flow stress,
any misfit is compensated using the model that cal-
culates the friction stress. The details of the train-
ing process some validations of the hybrid model-
ling can be found elsewhere [12–14].

4. Application of the hybrid model to finite
element modelling

PSC testing has been carried out to simulate
industrial rolling processes. This experimental
technique can control accurately the deformation
conditions, such as temperature, strain rate and
strain. In the present paper, FEM was conducted
using the commercial general purpose finite
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Fig. 1. Schematic drawing of the block diagram of the hybrid model.

Fig. 2. Schematic drawing of the detailed processes of the hybrid model.

element software MARC to predict distribution of
local deformation conditions and flow stress of Al–
1% Mg.

The distribution of temperature, strain rate,
strain and flow stress in a specimen of dimension
10 mm in thickness and 30 mm in breadth was
simulated for deformation by tools of 15 mm in

width at a temperature of 400 °C and strain rate
of 2/s to 50% reduction. The testing tools are mod-
elled as rigid bodies at a constant temperature of
390 °C. Symmetric conditions were applied at the
bottom and one side of the specimen (i.e. 2D), thus
only one quarter of the process is modelled. How-
ever, for the calculation of deformation load, a 3D
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finite element model was also developed to investi-
gate the influence of the material spread in the
specimen deformation zone. The model is thermo-
mechanically coupled and all the material proper-
ties are a function of temperature. The flow stress
of the specimen was modelled using both constitut-
ive equations, which are empirical equations
derived from experimental data [20], and the
developed hybrid model described above, in order
to check the applicability of the developed hybrid
modelling approach within finite element models.

In the calculations, a heat transfer coefficient of
50 kW/m2 K at the contact zone was used. The
friction algorithm was based on a modified Cou-
lomb law and the surface shear stress t was calcu-
lated by

t � mPn

2
π

arctan� vr

C4
� (20)

where m is the friction coefficient, C4 is a constant,
vr is the relative velocity and Pn is the normal
pressure. The basis for the empirical equation used
in this calculation can be found in Ref. [20].

5. Results and discussion

The developed hybrid modelling approach has
been applied to simulate flow curves, evolution of
internal state variables of Al–1% Mg during defor-
mation and subsequent recrystallisation behaviour
under constant and transient strain rate conditions.
Fig. 3 shows the comparison of the results mod-
elled using the developed hybrid model with exper-
imentally measured data. A generally good agree-
ment between the calculated and measured data has
been obtained for all the deformation conditions.
This indicates that the hybrid model can be applied
successfully to quantitatively describe the evol-
ution of internal state variables and subsequent
recrystallisation behaviour for the mentioned
deformation and annealing conditions. Comparing
the results modelled by physically-based models
presented in Ref. [9] and the results modelled by
the hybrid model, Fig. 3, shows the latter gives a
better fit to experimental data for the internal state
variables and subsequent recrystallisation behav-
iour under transient strain rate conditions.

The prediction of flow curves, evolution of
internal state variables for a wide range of defor-
mation conditions and subsequent recrystallisation
behaviour has been carried out for different Al–
Mg alloys. Fig. 4 shows the predicted results for
Al–1% Mg at temperatures of 300, 400 and 500
°C and strain rates of 0.25, 2.5 and 25/s. With
increasing temperature and/or decreasing strain
rate, the flow stress, internal dislocation density
and misorientation across subboundaries decrease,
but spacing between subboundaries, recrystallis-
ation time and recrystallised grain size increase for
all strain ranges. On the other hand, the flow stress,
internal state variables and recrystallisation charac-
teristics change continuously with strain up to ste-
ady state for all deformation conditions. In steady
state, plastic deformation is accommodated with
dynamic balance of increasing dislocations gener-
ated by plastic deformation and elimination by the
interaction between internal dislocation by an
opposite signs and between the moving dislo-
cations and subboundaries [8,9]. In steady state
deformation, mean spacing between subboundaries
and misorientation across the subboundaries are
also saturated, i.e. remain constant with strain [3–
9], but recrystallisation time t50 and recrystallised
grain size drex decrease continuously with strain at
a constant rate. The continuous decrease in recrys-
tallisation time t50 and recrystallised grain size drex

arise from the increase in grain boundary area
[8,9]. The constant flow stress in steady state indi-
cates that no dynamic recrystallisation occurs in
these alloys under the experimental deformation
conditions. The strain required to reach steady state
conditions increases with decreasing temperature
and/or increasing strain rate. All the characteristics
of the change in flow stress, internal state variables
and recrystallisation behaviour with deformation
conditions and strain are as expected from general
experimental results [20–22] for other alloys or
other deformation conditions. For an Al–5% Mg
alloy, similar phenomena to the Al–1% Mg alloy
are obtained, but with higher values of flow stress,
internal dislocation density and misorientation
across subboundaries and smaller values of spacing
between subboundaries, recrystallisation time t50

and recrystallised grain size than those for Al–1%
Mg, as shown in Fig. 5. This arises from the higher
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Fig. 3. Comparison of experimental and hybrid-model calculated (a) flow stress, (b) internal dislocation density, (c) subgrain size,
(d) misorientation between subgrains, (e) recrystallisation kinetics and (f) recrystallised grain size in Al–1% Mg after PSC deformation
at 385 °C and under transient deformation conditions and after annealing at 400 °C (symbols are experimental data and lines are
modelled results).

solution hardening due to higher magnesium con-
tents.

The local distribution of deformation conditions
such as temperature, strain rate and strain together
with the flow stress, which is determined by the
internal microstructures within a workpiece during
industrial thermomechanical processing is of inter-
est for both scientific research and industrial appli-
cations. The developed hybrid model has been

embedded into the finite element package by re-
coding it in Fortran. Fig. 6 shows the load required
to deform a specimen of Al–1% Mg at a strain rate
of 2/s and temperature of 400 °C in PSC testing
calculated by the finite element model in compari-
son with experimental data. The results can be
described as below:

� Isothermal 2D modelling: This finite element
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Fig. 4. Evolution of (a) flow stress, (b) internal dislocation density, (c) subgrain size, (d) misorientation between subgrains, (e)
kinetics of recrystallisation and (f) recrystallised grain size of Al–1% Mg after annealing at 400 °C calculated by the hybrid model.

model gives an overestimation of the load for
all deformation, compared with experimental
results. Heat generated by plastic deformation is
not included and pure plane strain behaviour has
been assumed in this calculation.

� Coupled 2D modelling: The heat generated by
plastic deformation is included in this calcu-

lation. This helps to reduce the load required
during the deformation because of the increase
in deformation temperature, which was calcu-
lated by the equation Tdef = Tapparent + �sde /
cprD, where Tapparent is the setting temperature,
cp is the specific heat coefficient and rD is the
density of the material. When comparing the
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Fig. 5. Evolution of (a) flow stress, (b) internal dislocation density, (c) subgrain size, (d) misorientation between subgrains, (e)
kinetics of recrystallisation and (f) recrystallised grain size of Al–5% Mg after annealing at 400 °C calculated by the hybrid model.

calculated results by isothermal and coupled 2D
(Fig. 6), the reduction in load increases with
increasing deformation (displacement). The cal-
culated load matches experimental data for the
deformation after a displacement of 4 mm, but
before this displacement the calculated load is
still too big compared with experimental data.

This can be considered to arise because the
relaxation is constrained by the spread. There-
fore, the effect of spread on load must be taken
into account.

� Coupled 3D modelling: This calculation con-
sidered the influence of spread of the PSC speci-
men during plastic deformation by using a 3D
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Fig. 6. The load used to deform an Al–1% Mg alloy at 400
°C and 2/s to reduction of 50% in a PSC tests calculated by
the finite element model in comparison with experimental data.

modelling approach. The specimen breadth of
30 mm is included in order to account for spread
changes. The modelling result shows a much
improved fit to the experimental data, indicating
that a considerable amount of spread is gener-
ated by the PSC testing. A reduction in load
arising from the spread of the PSC specimen
was observed during this simulation for the
initial deformation. As deformation increases,
the amount of material to be deformed in the
lateral direction of spread, and thus the effect of
spread on deformation load, is reduced. This
result is in close agreement with the experi-
mental data. The spread of PSC specimens dur-
ing hot deformation is observed in experimental
tests and as a result, 3D modelling is necessary
to calculate loads during hot plastic deformation
in PSC tests.

The simulation was also carried out using the
same sample dimensions and process conditions
described in Section 4. The local distribution of
deformation conditions such as temperature, equiv-
alent strain rate and equivalent strain were com-
puted by both the empirical equation approach and
the developed hybrid model. Based on the simu-
lated local distribution of deformation conditions,
the local distribution of equivalent flow stress was
calculated. Generally, a good agreement between

the local distribution of all the deformation con-
dition parameters and the flow stress modelled by
the empirical and the developed hybrid models was
obtained, Fig. 7. Note that the slight discrepancies
in the contours arise from the nature of both mod-
els. The good agreement between modelled results
by the FEM using the empirical and the developed
hybrid model shows that the hybrid modelling
approach can be applied as successfully as empiri-
cal equations within FEM code, which is essential
to predict mechanical behaviour under conditions
close to those for real industrial thermomechanical
processing conditions as explained in details in
Refs. [16,23,24]. The current setting of the system
is based on a 1.1 GHz Pentium III machine running
Windows XP operating system. The calculation
time is roughly 3 h for 2D model (5 h for the 3D
model) using the hybrid model, compared with 1 h
for the 2D model (3 h for the 3D model) calcu-
lation time using the empirical approach. The cal-
culation time is three times longer for the 2D
model (about two times for the 3D model) using
the hybrid model than empirical approach, but with
the significant improvement of computer pro-
cessing speed, this will not be the key parameter
in the simulation environment. The big advantage
of using the hybrid modelling approach is, how-
ever, as mentioned above, that it is based on physi-
cal principles and can be extrapolated into much
wider processing conditions.

6. Conclusions

� The developed hybrid modelling approach com-
bining physically-based models and neuro-fuzzy
models has been successfully applied to quanti-
tatively describe flow stress and evolution of
internal state variables during hot deformation
under constant and transient conditions and
recrystallisation behaviour during subsequent
annealing of Al–1% Mg.

� The hybrid modelling approach can be used suc-
cessfully to predict flow stress and the evolution
of internal state variable during hot deformation
under different conditions and subsequent
recrystallisation behaviour for different Al–Mg
alloys.
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Fig. 7. Comparison of the distribution of temperature, strain rate, strain and flow stress calculated by finite element model using
empirical constitutive equations (left) and the developed hybrid modelling approach (right).
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� Comparison of the local distributions of defor-
mation conditions and flow stress within a PSC
test specimen simulated by FEM using the
empirical equations and the developed hybrid
model shows a very similar result, indicating
that the hybrid modelling approach can be
applied within FEM code. The physically-based
components in the hybrid model facilitate extra-
polation beyond process conditions utilised for
the block-box components, and this is essential
to predict microstructural and mechanical
behaviour close to those for real industrial ther-
momechanical processing conditions.
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